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Very Low Frequency (VLF, 3–30 kHz) transmitters are located around the world with the

primary purpose of communicating with submarines and other submerged assets. VLF signals

propagate long distances (>10,000 km) around the globe with relatively low attenuation within the

waveguide formed by the conducting Earth at one boundary and the conducting lower ionosphere

(∼85 km altitude) at the other. The narrowband (∼200-Hz bandwidth) VLF signals radiated by

these transmitters are used as “signals of opportunity” to remote-sense the electrical properties of

the lower ionosphere both under ambient ionospheric conditions and during transient ionospheric

disturbances (i.e., relatively short duration periods of changing ionospheric conductivity).

This dissertation presents significant improvements to the VLF remote sensing method. First,

the specifications and designs for a new VLF receiver are discussed. Results are presented to

demonstrate the successful implementation of a VLF receiver with high (>90 dB) linear dynamic

range, high (>90 dB) spurious-free dynamic range (SFDR), and high (>90 dB) signal-to-noise

and distortion ratio (SINAD).

Secondly, a new method for quantifying the “sum-of-modes” amplitude and phase of a re-

ceived narrowband VLF transmission is presented and characterized. The performance of the new

method is analyzed and compared with other contemporary narrowband VLF signal processing

techniques. Under ambient conditions, the new method out-performs contemporary methods and

is used to experimentally demonstrate the regular detection of frequency-dependent VLF signal

propagation. It is determined, however, that the performance of the new method is sensitive to the
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specific impulsive noise environment present at the receiver, highlighting the importance of using

a high dynamic range VLF receiver.

The response of the new method to transient VLF signal perturbations is also evaluated and

compared with the responses of other analysis techniques. Typically, the different techniques pro-

duce very similar changes in amplitude and changes in phase during transient events, and the

observed differences are attributed to multi-mode VLF propagation. The new method excels in

multi-mode propagation environments, such as the transition between daytime and nighttime.

Lastly, experimental observations are used to demonstrate that although the amplitudes and

phases observed during transient events can exhibit frequency dependence, the percent change in

amplitude and the change in phase are essentially constant with frequency. This result implies

that, while the frequency dependence of the amplitude and phase contribute significantly to the

analysis of ambient conditions, bandwidth-averaged amplitude and phase values are sufficient to

fully characterize transient events.
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CHAPTER 1
INTRODUCTION

This Ph.D. dissertation analyzes the excitation, propagation, detection, and processing of

narrowband (200 Hz) very low frequency (VLF, 3–30 kHz) signals within the Earth-ionosphere

waveguide. While the specific focus is on the signals produced by VLF transmitters operating

in the ∼18–30 kHz band, a similar analysis will apply to any narrowband signal that propagates

between the Earth and ionosphere. VLF waves propagate to great distances around the globe with

relatively little attenuation, and penetrate relatively deeply into sea water. Due to these unique

propagation characteristics, VLF signals are useful for communications with submarines and other

submerged assets, as well as for global navigation systems. Prior to the implementation of the satel-

lite network that supports the current global position system (GPS), the United States operated the

OMEGA navigation system. The OMEGA system used a network of transmitters located around

the world and could determine position with an accuracy of a few kilometers [Kasper and Hutchin-

son, 1978; Pierce, 1989; Warren et al., 1992]. Tens of VLF transmitters are currently maintained

and continuously operated by different countries around the world. The amplitudes and phases

of the VLF signals that propagate around the globe depend sensitively upon the electron density

and temperature of the D-region ionosphere (∼50–100 km altitude) between the transmitter and

the receiver. As a consequence, the detection and analysis of subionospherically propagating VLF

signals provides a sensitive means for the remote sensing of the lower ionosphere with important

scientific and geophysical applications.

This introduction begins by discussing modal VLF propagation within a simple parallel plate

waveguide. The complications inherent to the Earth-ionosphere waveguide are then discussed.

The focus then shifts to modulated signals which are generated by VLF transmitters, propagate

within the Earth-ionosphere waveguide, and are detected by a network of receivers. Contemporary

signal processing methods used to analyze VLF transmitter signals are then discussed, followed

by a summary of the scientific contributions of this dissertation.
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Chapter 2 details the specifications and characteristics of a new high dynamic range VLF

receiver. Chapter 2 then shifts to focus on typical application problems associated with VLF re-

ceivers with a focus on clipping and capacitive loading. A calibration technique is then detailed

and its importance as a means to equate the received voltage with a corresponding Tesla value

is discussed. Prior systems have focused on an amplitude calibration system but the presented

method provides a means to quantify the amplitude and phase response of a receiver in the field.

Chapter 3 details a new spread spectrum processing technique and compares it with other

contemporary signal processing methods. Performance metrics for the new technique are eval-

uated for a variety of noise environments. The performance analysis focuses on ambient signal

measurements at multiple receiver sites.

In Chapter 4, the application of the new method to transient events is considered and a sta-

tistical analysis that evaluates the spectral content observed during transient events is undertaken

in order to determine the importance of retaining the spectral content for subsequent event anal-

ysis. Different types of VLF events, such lightning-induced electron precipitation (LEP) events,

early/fast events, and solar X-ray flare events are evaluated using experimental data and lend them-

selves to statistical analysis due to the large number of occurrences in a given year. The events

included in the statistical analysis are limited to large-amplitude events that are clearly not affected

by other ionospheric events occurring closely in time. Chapter 4 also compares and contrasts the

performance of the signal processing methods for individual transient events.

Finally, Chapter 5 summarizes the scientific contributions of this dissertation, and potential

future research is discussed.

1.1 Parallel-Plate Waveguide: Mode Theory

A simple parallel plate waveguide can be described as two parallel metallic plates of infinite

extent in the yz plane separated by a distance h in the x direction, as shown in Figure 1-1. The

time harmonic form of Maxwell’s equations, assuming the propagation medium is simple, source
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Figure 1-1. A simple parallel plate wave guide.

free, and lossless, can be expressed:

∇×E =− jωµH (1–1a)

∇×H = jωεE (1–1b)

∇ ·E = 0 (1–1c)

∇ ·H = 0 (1–1d)

where H is the magnetic field, E is the electric field, (ε = εrε0) is the permittivity of the medium,

(µ = µrµ0) is the permeability of the medium, and (σ) = 0 is the conductivity of the medium.

The solution to these equations, including the application of perfect electrical conductor

boundary conditions, yields an infinite number of propagating and evanescent modes. Assum-

ing propagation in the +z direction, the modal solutions take the form of Transverse Electric (TE)

solutions (with Ez = 0), Transverse Magnetic (TM) solutions (with Hz = 0), and Transverse Elec-

tromagnetic (TEM) solutions (with Ez = Hz = 0). Assuming no variation in the y direction, the

solutions may be expressed:

Ey = Am sin
(mπ

h
x
)

e−γz

Hx =−
γ

jωµ
Am sin

(mπ

h
x
)

e−γz

Hz =−
mπ

jωµh
Am cos

(mπ

h
x
)

e−γz


mth Transverse Electric (TE) Mode (1–2)
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Ex =
γ

jωε
Bm cos

(mπ

h
x
)

e−γz

Ez =
jmπ

ωεh
Bm sin

(mπ

h
x
)

e−γz

Hy = Bm cos
(mπ

h
x
)

e−γz


mth Transverse Magnetic (TM) Mode (1–3)

Ex =
γ

jωε
Ce−γz

Hy =Ce−γz

 Transverse Electromagnetic (TEM) Mode (1–4)

In the equations above, Am, Bm, and C are arbitrary complex constants. γ is the wave propa-

gation constant that is modified by application of the boundary conditions and expressed:

γ =

√(mπ

h

)2
−ω2µε = β

√(
fcm

f

)2

−1 = jβ

√
1−
(

fcm

f

)2

(1–5)

where fcm is the cutoff frequency of the mth mode. In this case, γ is either purely real-valued

(evanescent modes, f < fcm) or purely imaginary-valued (propagating modes, f > fcm). Each

mode also propagates with a different phase velocity and group velocity:

vp =
c√

1−
(

fcm
f

)2
(1–6)

vg = c

√
1−
(

fcm

f

)2

(1–7)

For propagation over large distances, these equations imply that each mode will arrive at the re-

ceiver with a different propagation delay and with a different phase. At steady-state, the total field

detected at the receiver can be expressed as the sum of all modes. If one expresses the amplitude

and phase of each (TE, TM, and TEM) mode as Ae jφ , the total resulting field may generally be

expressed as the sum over all TE, TM, and TM components:

Fe jψ = ∑
n

Ane jφn (1–8)
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In this context, F and ψ are referred to the “sum-of-modes” amplitude and phase of the received

signal component.

1.2 Propagation in the Earth-Ionosphere Waveguide

1.2.1 A Brief History

Understanding of VLF propagation in the ionosphere has served both science and industry.

In the early 1900’s, the discovery of radio and the resulting boom in VLF radio stations help to

further the understanding of propagation due to the increase in the number of receivers and trans-

mitters. Round et al. [1925] analyzed several experimental measurements of electric field strength

for a variety of a transmitters as both functions of distance and time of day. The results showed

diurnal variation, differences in the direction of propagation, and “around the world” propagation

from different directions. The evidence of naturally occurring phenomena also led to publica-

tions associated with causes of ‘atmospheric’ or natural sources of VLF waves propagating in the

ionosphere, [Appleton and Chapman, 1937]. Appleton’s observations of electric field changes in

proximity to lightning storms and the resulting waveforms aided in understanding the mechanics

of lightning and the nature of natural wave propagation in the ionosphere. While research in to the

VLF propagation continued, it was not until the 1950’s and 60’s that a large amount of research

was published about the nature of mode propagation and radio atmospherics. Several publications

in the early fifties detailed experimental observations that helped to establish the underlying me-

chanics associated with VLF wave propagation [Bracewell et al., 1951; Chapman and Macario,

1956; Chapman and Pierce, 1957; Helliwell et al., 1951; Holzer and Deal, 1956].

Budden in 1955 published two seminal papers [Budden, 1955a,b] that defined a numerical

solution for VLF wave propagation in the ionosphere where the ionosphere is treated as a parallel

plate waveguide. Wait [Wait, 1957] published a similar solution, but for spherical coordinates, and

treated the lower boundary as having a finite conductivity compared to Budden’s perfect conduc-

tor. Both Budden and Wait continued to revise their theories over the course of several publications
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[Budden, 1957; Wait, 1959; Wait and Spies, 1960] with the help of other publications on the sub-

ject that dealt with the variety of the complications associated with the Earth-ionosphere waveg-

uide. These effects include the reflection of propagating waves at a sharp boundary [Crombie,

1961; Yabroff , 1957], the presence of the Earth’s magnetic field and its affect on wave propagation

[Budden, 1961; Crombie, 1959; Wait and Spies, 1960], and direction-dependent propagation (i.e.,

East-to-West or West-to-East) [Dobrott and Ishimaru, 1961; Taylor, 1960]. The research in the

fifties and early sixties culminated in a variety of books that detailed VLF wave propagation and

mode theory [Budden, 1961; Galejs, 1972; Wait, 1961].

1.2.2 The Earth-Ionosphere Waveguide

With a working understanding of modal VLF propagation, the structure of the ionosphere and

its resulting effects on VLF propagation can be considered. The ionosphere spans hundreds of

kilometers, from ∼50 km altitude to ∼1000 km altitude. The D-region ionosphere (50–100 km

altitude) is of greatest interest for VLF observations, and can often vary with both space and time

based on atmospheric activity or on the solar-terrestrial environment. The primary engine for

the D-region ionosphere is the sun, resulting in quiet days, turbulent nights, and a day-to-night

terminator. The solar cycle and seasonal changes produce variations in the ionosphere, but the

differences are not so dramatic that data from one year cannot be compared to data from the next

year. Electron and neutral molecule densities are strong functions of altitude and the densities

will shift based on the time day or in the presence of an ionospheric event. Additional ionization

occurs through a variety of different events will affect the D-region ionosphere by shifting the VLF

reflection height and potentially causing perturbations in the received amplitude and phase of VLF

signals.

The ambient ionosphere also deserves consideration for its day-night cycle and the associated

day-night terminator. While no two days are the exactly the same, there will often be similar

characteristics. Figure 1-2 shows an example of a typical spectrogram at Palmer Station, Antarctic

(a) and 23 hours worth of data received at San Antonio (b). Several distinct phenomena can be seen

in the spectrogram, such as lightning-generated radio impulses (radio atmospherics, or sferics)

19



Palmer Station, Antarctica Jun-20, 2013
North/South Antenna

0 10 20 30 40 50 60
 

 

Fr
eq

ue
nc

y 
(k

H
z)

0

10

20

30

40

50

50

60

70

80

90

100

110

A
m

pl
itu

de
 (d

B
)

Lightning Sferics

VLF Transmitters

Universal Time (seconds) after 00:30:00 UT

a)

2 4 6 8 10 12 14 16 18 20 22−30
−20
−10

0
10
20
30

NLM to San Antonio, TX Feb-02, 2013
Received Amplitude

A
m

pl
itu

de
 (d

B
)

2 4 6 8 10 12 14 16 18 20 22−200
−150
−100
−50

0
50

100
150
200 Received Phase

Universal Time (Hours)

Ph
as

e 
(D

eg
)

Terminator

Day Time

Night Time

b)

Figure 1-2. A one-minute duration spectrogram from Palmer Station, Antarctica (a) and the re-
ceived amplitude and phase from the NLM to San Antonio over a 23 hour period (b).

which take the form of vertical lines with a wide range of frequency content over a short time

scale. VLF transmitters can be seen as horizontal lines in the 20–25 kHz range. A typical day, as

shown by the 23 hours of data, is broken up in to the quiet day and the turbulent night where each

section is separate by a day-night or night-day transition region (terminator).

The propagation between a VLF transmitter and receiver is often perturbed by a transient

disturbance. As Figure 1-3 illustrates, a lightning storm in proximity to the transmitter-to-receiver

propagation path changes the VLF reflection height. The change in ionization manifests as a

perturbed amplitude and/or phase at the receiver that will exhibit different onset delays, the time

for an event to begin relative to its causative source, and recoveries, the e-folding time scale for

relaxation to the ambient condition, depending on the type of event. Depending on the strength

of an event and on the geometry of the transmitter/disturbance/receiver setting, it may be possible

to see the perturbation on multiple VLF transmitters at a single receiver. Solar X-ray flares will

often have a strong effect on multiple transmitters signals because half of the entire Earth is bathed

in X-ray producing ionization while lightning induced electron precipitation will often be more

localized and path dependent.

In order to model the effects of these transient disturbances in the ionosphere on VLF signal

propagation within the Earth-ionosphere waveguide, a computational model that properly accounts
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Figure 1-3. An example of the propagation between a VLF transmitter and receiver when the re-
ceived wave is perturbed by at some point along the path.

for the fundamental physics involved is required. Such a model would account for the effect of

Earth’s magnetic field, which makes the ionosphere anisotropic and results in direction-dependent

wave propagation. The porous nature of the ionospheric boundary will also prevent the propagation

of pure TE and TM modes. Instead, quasi-TE (QTE) and quasi-TM (QTM) modes propagate with

an (typically small) field component in the direction of propagation. Additionally, these modes will

propagate with different attenuations rates, propagation constants, and group velocities. Mode-

coupling will occur at sharp changes in boundary conductivity. Such discontinuities occur where

the ionospheric conductivity changes rapidly with space (e.g., at the day/night terminator) or where

the ground conductivity changes rapidly with space (e.g., land/sea interface). The curvature of the

Earth also plays an important role because it will reduce the VLF signal amplitude on the order of

a few dB.

Despite the complications of a more realistic Earth-ionosphere waveguide, however, the fun-

damental problem remains the same. The VLF signal will propagate in a multi-mode environment,

and the signal detected at the receiver may simply be expressed as the sum of waveguide mode field

values, each with different amplitudes and phases. It is noted at this point that the vast majority

of numerical modeling methods for VLF propagation in the Earth-ionosphere waveguide output

the sum-of-modes amplitude and phase (or the equivalent) as a prediction. It is this sum-of-modes
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solution that the vast majority of VLF signal processing methods are intending to produce for

comparison with theoretical modeling predictions.

1.3 MSK-Modulated VLF Transmitter Signals

The US military continuously operates several high power VLF transmitters in order to com-

municate with its submarine force. By utilizing the advantages of the Earth-ionosphere waveguide

the transmitted signals are able to propagate around the globe with attenuation on the order of a

few dB/Mm and penetrate sea water to a depth of several meters. Most of the transmitters use

a 200-Hz bandwidth minimum shift keying (MSK) modulation. The bit sequence is guaranteed

to have a Bernoulli(1/2) distribution that is independent and identically distributed (iid), giving

an equal chance of receiving a 1 or 0 bit independent of the rest of the bit sequence. For each

bit, the phase of the signal increases or decreases by 90◦ (or π/2 radians) over 5 ms [Gronemeyer

and Mcbride, 1976; Pasupathy, 1979], and the phase is forced to be continuous at bit transitions.

Processing the MSK modulation is more complicated than processing a simple CW signal.

The MSK-modulated transmission can be described as:

x(t) = A
∞

∑
k=−∞

cos(ωct +φk +ω∆akt)p(t− k/rb) (1–9)

where:

x(t) is the transmitted signal

A is the transmitted amplitude

ωc = 2π fc is the carrier frequency

φc is the carrier phase

ω∆ = 2π f∆ = πrb/2 is the frequency offset from the carrier

ak is the bit rate

p(t) = u(t)−u(t− r−1
b ) is a one-bit pulse of unit amplitude

φk =
π

2 ∑
k−1
j=0 a j is the carrier phase
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Figure 1-4. A typical MSK modulation spectrum with a random bit sequence (a). A random bit
sequence (b). While an ideal bit sequence is plotted in black, it can also be expected
the initial phase, green, to vary as well as the bit transition time, orange. There is no
guarantee that at time zero there will be zero initial phase and be at the start of a bit.

An alternative way to express the signal is simply:

x(t) = Acos(ωt +φMSK(t)+φ0) (1–10)

where φMSK(t) expresses the phase introduced to the signal by the MSK modulation (i.e., the MSK

phase trellis).

Figure 1-4 is an example of the MSK modulation spectrum for a random bit sequence (a), and

a phase trellis where a random sequence has been plotted (b). The propagation from transmitter to

receiver will result in a variation of the initial phase, ∆φ , and the bit transition time, ∆BTT, due to

propagation effects. Similar to the phase measurement for a CW signal, MSK phase measurements

are referenced to an MSK transmission that starts with zero phase. Phase measurements of MSK-

modulated signals require an additional assumption about the timing of the bit sequence: in our

case, it is assumed that, at transmission, the start of each bit (modulo 5 ms) is synchronized with the

beginning of a second. While the signals received often have a high SNR (20 dB+), bit errors still

occur due to complications when fitting a bit sequence to the received phase due to the presence of
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Table 1-1. A list of VLF transmitters. The United States military operates all of these transmitters
and they are the highest power VLF transmitters in the world, resulting in high SNR
signals received as far away as Antarctica.

Call Sign Location Frequency Power Modulation
NWC North West Cape, Australia 19800 Hz 1000 kW MSK
NPM Lualualei, Hawaii 21400 Hz 424 kW MSK
NAA Cutler, Maine 24000 Hz 1000 kW MSK
NLK Jim Creek, Washington 24800 Hz 192 kW MSK
NLM LaMoure, North Dakota 25200 Hz MSK
NAU Aguado, Puerto Rico 40750 Hz 100 kW MSK

impulsive noise, long path propagation interference, transient events, and multi-mode interference

(during modal nulls, for instance).

Each frequency component of the transmitted MSK spectrum propagates within the Earth-

ionosphere waveguide in a multi-mode environment. Each frequency component of the VLF signal

that is detected at the receiver is thus a sum waveguide modes. In order to provide a significant

simplification for comprehension, one can assume that each frequency within the 200-Hz band

of the VLF transmission exhibits the same modal structure, and the signal at the receiver can be

expressed:

y(t) = ∑
n

An cos(ωt +φMSK(t− τn)+φ0n) (1–11)

where An is the amplitude of each mode (which are different due to different modal attenuation

rates), τn is the propagation delay associated with each mode (which are different due to different

modal group velocities), and φ0n is the phase of each mode (which are different due to different

modal phase velocities). This perspective is valid in many cases, and it is certainly useful for

thought experiments, but it is not perfectly correct.

An abbreviated list of US-operated VLF transmitters is listed in Table 1-1. These transmitters

are located in the United States or one of its territories, except for NWC, which is located in

Australia. There are other VLF transmitters located around the world, but for the purposes of this

work, the focus will primarily be on paths from these transmitters to receivers around the world.

According to the US military, these transmitters operate with precise timing (the bit sequence is
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Figure 1-5. The MSK spectrum used by the Dowden method. Two frequencies, ± 100 Hz, are
generated by squaring the spectrum making it similar to Frequency Shift Keying (FSK)
modulation .

synchronized with the start of a second) and with a precise transmission frequency. Per usual,

cases will be found occasionally where neither of these characteristics are true.

1.4 MSK Signal Processing Techniques

Several techniques have been used in the past to analyze VLF signals. Dowden and Adams

[1989] present a technique to perform a two-frequency measurement of the MSK-modulated sig-

nal, Stanford University has implemented an unpublished technique to calculate the CW-equivalent

amplitude and phase of the MSK-modulated signal, and Shafer [1994] presents a method to calcu-

late the ionospheric transfer function using the entire 200-Hz bandwidth of the signal. As will be

shown in subsequent chapters, each of these methods produces a reasonable approximation of the

amplitude and phase of the propagating VLF signal; this new method out-performs each of these

methods, however. In order to understand the distinctions between the signal processing methods,

a summary of each method is provided here.

1.4.1 The Dowden/Adams Method

The method presented by Dowden and Adams [1989] starts by mixing down and low-pass

filtering the MSK-modulated VLF signal. They then proceed to square the complex-valued result,

producing a signal whose spectrum is very similar to that of a frequency shift-key (FSK) modulated

signal. The resulting spectrum can be seen in Figure 1-5, with impulses at ±100 Hz. Using
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the simplified version of the MSK-modulated signal described above, the resulting signal can be

expressed as:

y2
l p =

[
∑
n

Ane j(φMSK(t−τn)+φ0n)

]2

(1–12)

In the single-mode case, this results in:

y2
l p = A2e j2(φMSK(t−τ)+φ0) (1–13)

implying that the amplitude and phase detected at ±100 Hz can be converted to the amplitude

and phase of the MSK-modulated signal. In the general (multi-mode) case, however, this squaring

technique does not have a physical interpretation and cannot be related to either the sum-of-modes

amplitude or the sum-of-modes phase of the MSK-modulated signal. Nevertheless, it will be shown

in subsequent chapters that this technique provides a reasonable approximation of the received

amplitude and phase.

1.4.2 The Stanford Single-Frequency Method

In contrast with the dual-frequency method presented by Dowden and Adams [1989], the

Stanford method is a single frequency measurement at a VLF transmitter’s center frequency. This

unpublished method essentially converts the MSK-modulated signal to a CW signal and then cal-

culates the resulting amplitude and phase. Similar to the Dowden and Adams [1989] method, the

Stanford method starts by mixing down and low-pass filtering the MSK-modulated VLF signal.

The amplitude is calculated directly from this baseband version of the signal. The method then

attempts to reproduce the MSK phase trellis, first calculating the perceived bit-transition-time ϒ

and then the bits, and generating a model version of the phase: ΦMSK(t−ϒ). The method then sub-

tracts the model phase from the received phase, resulting in the phase measurement. The amplitude

can thus be expressed:

A =

∣∣∣∣∑
n

Ane j(φMSK(t−τn)+φ0n)

∣∣∣∣ (1–14)

and the phase can be expressed:

φl p = ∠

[
∑
n

Ane j(φMSK(t−τn)+φ0n)

]
e− j(ΦMSK(t−ϒ)) = ∠∑

n
Ane j(φMSK(t−τn)−ΦMSK(t−ϒ)+φ0n) (1–15)
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In the single-mode case, the amplitude will be correct, and the phase, assuming accurate

assessment of the bit transition time, will also be correct. In the multi-mode case, however, the

amplitude (square root of the sum of the real and imaginary components squared) is not the sum-

of-modes amplitude. Additionally, the perceived bit transition time is likely to be different from

the bit transition times associated with each mode (they are all expected to be different). This

introduces error into the phase calculation as well. Similar to the Dowden and Adams [1989]

method, it will be shown in subsequent chapters that, despite these philosophical drawbacks of the

method, the Stanford method is also a good approximation of the sum-of-modes amplitude and

phase.

1.4.3 The Shafer Spread-Spectrum Method

Shafer [1994] presented an algorithm to calculate the transfer function of the Earth-ionosphere

waveguide. This is a very powerful method as it allows the full use of the MSK spectrum in order to

analyze events and their corresponding frequency components. This algorithm forms the basis for

the new algorithm presented in this dissertation. The Shafer spread spectrum processing technique

transfer function is simply expressed:

ĜN(e jω) =
Φ̂N

yu(ω0)

Φ̂N
u (ω0)

(1–16)

where

Φ̂N
yu(ω0) is the weighted FFT of the received signal

Φ̂N
u (ω0) is the weighted FFT of the modeled transmission

ĜN(e jω) is the weighted raw estimate at frequency ω

Shafer’s method also relies upon developing an accurate model of the transmitted MSK phase

trellis and the bit transition time. The model phase trellis implemented by Shafer, however, lined

up the bit transition time (of the model signal) with the perceived bit transition time (of the received

signal). Shafer interpreted this process as accounting for speed-of-light propagation delay. Due to
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multi-mode interference, however, the perceived bit transition time can be shifted (either advanced

or retarded) in time relative to the true speed-of-light propagation delay. As a result, Shafer’s phase

calculations could not be used to perform site-to-site transfer function measurements (i.e., using

observations at multiple receivers). Of lesser importance, Shafer’s method does not account for

the filtering employed or the windowing employed in the signal processing. In the performance

assessment in subsequent chapters it will be shown that accounting for these details affects the

accuracy of both the amplitude and the phase measurements. Shafer also included a clipping step

in the algorithm in an attempt to mitigate the effects of strong radio atmospherics. The performance

analysis included in Chapter 3 demonstrates that any clipping of the signal introduces significant

errors to both the amplitude and phase measurements.

1.5 Scientific Contributions

The scientific contributions of this Ph.D. dissertation are as follows:

1. A new spread spectrum VLF signal processing technique is developed and implemented.
Previous difficulties with propagation delay, signal filtering, and signal windowing are suc-
cessfully addressed. The new technique allows for direct comparisons of the amplitude and
phase of MSK-modulated signals observed at different receiver sites.

2. The new signal processing algorithm is used to demonstrate the existence of frequency de-
pendent VLF signal propagation under ambient conditions (within the 200-Hz bandwidth of
the signal). Comparative performance analysis demonstrates the superiority of the method
over other contemporary methods under ambient conditions.

3. Amplitude and phase measurements during individual transient events are shown to exhibit
frequency dependence. It is demonstrated that this is not the typical case, however. All signal
processing methods considered produce very similar changes in amplitude and phase during
transient events. The differences between the measurements are attributed to the effects of
multi-mode signal propagation.

4. A statistical analysis demonstrates that the percent change in amplitude and the change in
phase observed during transient events do not exhibit significant frequency dependence.
This result implies that transient event analysis can be completed successfully using only
bandwidth-averaged signal measurements.

5. The successful design and implementation of a VLF receiver with high (>90 dB) linear
dynamic range, high (>90 dB) spurious-free dynamic range (SFDR), and high (>90 dB)
signal-to-noise and distortion ratio (SINAD) is demonstrated.
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CHAPTER 2
VLF RECEIVER HARDWARE

Understanding the received VLF signal (by analyzing the VLF receiver hardware) goes hand-

in-hand with understanding the signal processing. Much of Stanford’s work regarding receiver

hardware has been published under the ELF/VLF Radiometer project [Fraser-Smith and Helliwell,

1985] and the purported AWESOME system [Cohen et al., 2010]. Other Universities have also

contributed to the advance of VLF receiver hardware with the OmniPAL system from the Uni-

versity of Otago, New Zealand, [Dowden et al., 1998], the receivers used by the University of

Washington for their World Wide Lightning Location network [Lay et al., 2004], and a wideband

low-frequency receiver developed at the University of Bath, United Kingdom [Füllekrug, 2009].

While receivers at the block level can be similar, there are variations between systems and it is

important to understand the architectures used because design choices directly impact the perfor-

mance of the system and the integrity of its associated data.

This chapter highlights several important choices when designing a VLF receiver system and

analyzes the performance of the latest version of the University of Florida VLF receiver. The chap-

ter then shifts to analyze some of the application problems that affect VLF hardware design with

a focus at the end of the chapter on an amplitude and phase calibration scheme. While calibra-

tion is a simple concept – inject a known value and measure the output – practical considerations

must be made when performing calibrations at a receiver already deployed in the field. A ‘lab-

oratory’ calibration is useful but cannot be considered an accurate calibration of a system in the

field for an extended length of time. Variations due to temperature and elemental wear degrade a

system’s performance over time and require that calibration is repeated periodically. With a full

field calibration, recorded data can be correctly calibrated to account for system degradation.

Receivers operated by the University of Florida’s Ionospheric Radio Laboratory (IRL) are lo-

cated around the world with locations in Antarctica, Greenland, and the United States. Figure 2-1

shows a map of currently operating VLF receivers and some important VLF transmitters around

the world. A list of locations has been tabulated in Tables 2-1 and 1-1. Different sites offer different
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SA NSSD

NLMNLK

NPM
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SC PD

CH

NAU
MB

AHSP

Oasis (OA), Gakona, Alaska

Paradise (PD), Gakona, Alaska Northside (NS), Northport, Alabama

San Antonio (SA), Texas

Palmer (PA) Station, Antarctica

Stanford Dish (SD), California Sondrestrom Fjord (SF), Greenland Arrival Heights (AH), Antarctica

South Pole (SP) Station, Antarctica

Transmitters
Receivers

Figure 2-1. A map of transmitters, yellow, and receivers, red, around the world. While there are
tens of transmitters the focus will only be on transmitters that are labeled. Several
pictures have been included to showcase the wide variety of receiver locations. Photos
courtesy of Michael Mitchell and Daniel Kotovsky.
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Table 2-1. A list of receivers located around the world. Receivers located in Alaska are in close
proximity to Gakona, Alaska. Some locations have Extremely Low Frequency (ELF)
receivers in addition to Very Low Frequency (VLF) receivers.

Site Code Site Name Location Type
OA Oasis Gakona, Alaska VLF and ELF
SC Sinona Creek Gakona, Alaska VLF
CH Chistochina Gakona, Alaska VLF
PD Paradise Gakona, Alaska VLF and ELF
SD Stanford Dish Stanford, California VLF and ELF
SA San Antonio San Antonio, Texas VLF
NS Northside Northport, Alabama VLF
MB Melbourne Melbourne, Florida VLF
PA Palmer Palmer Station, Antarctica VLF
AH Arrival Heights McMurdo Station, Antarctica VLF and ELF
SP South Pole South Pole Station, Antarctica VLF

background noise environments as well as different propagation paths from specific transmitters.

Certain types of ionospheric events are more likely to be detected at different locations. Different

paths also lead to different mode structures due to the different conductivity profiles produced by

sea water, land, and ice. For instance, the NPM to Palmer Station, Antarctica path is typically a

single mode propagation path given that the lower boundary of the Earth-ionosphere waveguide

is sea water for the nearly the entire path. Paths with water-to-land or land-to-water boundaries

can induce mode conversion resulting in multi-mode propagation. Using observations from mul-

tiple receiver locations also provides a diverse data set with which to analyze the spread spectrum

processing method.

2.1 VLF Receiver Architecture

The typical VLF receiver can be broken up in to several components: antennas, preamplifier,

cable, line receiver, digitizer, and storage. Figure 2-2 shows a more detailed block level diagram

of a VLF receiver and includes the relevant locations for calibration injection. A single set of

two antennas are positioned with one inside the other and oriented along magnetic field lines

or cardinal directions (grid north, for example), based on geographic locations. Each antenna

connects to the preamplifier which is composed of three, stages: a custom low noise amplifier

using matched PNP transistors, a frequency compensation stage, and a line driving output stage.
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Figure 2-2. A typical VLF receiver at the block level. Note that the label, line receiver, has been
used twice to denote both the enclosure containing several elements and the element
used to terminate the cable. While potentially confusing both terms are correct but the
terminology has become muddled over the years across several system iterations.

The preamplifer is separated from the line receiver by thousands of feet (with a typical distance

being 1000 feet). Receivers in remote geographic locations will often have a separation of 2000

to 3000 feet. A line receiver will contain the line-matching electronics, gain stages, and filter

stages for each channel. There is also a calibration stage and its associated line driver stage which

together deliver calibration tones to the preamplifier and other points in the system’s signal path

for the purposes of full calibration. There are slight differences in some of the receivers that are

part of the network and it is convenient to think of the major blocks in terms of their individual

components. Receivers located in Antarctica, Greenland, and California are legacy VLF system

from Stanford’s ELF/VLF Radiometer project and have a separate enclosure that houses the filter

block. The filter enclosure is often refereed to as the signal conditioning unit or the anti-alias filter.

There are other facets to VLF Radiometer systems that will be detailed in later subsections as the

systems differ greatly in some areas compared to the light weight and easily deployable systems

that make up the rest of the IRL receiver network.

2.1.1 VLF Antennas

Designing antennas for the VLF range is dependent on several factors, such as the number of

turns, the wire diameter, and the loop area. Ultimately, the antenna sensitivity (or lowest detectable

signal level) depends on the inverse product of the antenna’s mass and area [Paschal, 1988]. A
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normalized sensitivity is typically used, S0, defined such that the sensitivity S = S0/ f has units of

Tesla/Hz1/2. The normalized sensitivity is:

S0 =
(4kT ρc1)

1/2

2π(AM)1/2 (2–1)

where

k is Boltsmann’s constant

T is the temperature in Kelvin

ρ is the resistivity coefficient of copper, 1.724E-8

c1 numerical constant used to calculated loop inductance

δ is the density of copper, 8.5E-3

A is the antenna loop area

M is the mass of the wire in the antenna

Thus, the antenna sensitivity depends on the inverse product of AM and the best (lowest) sensitivity

comes from antennas with a large area and mass product. A large loop will result in better (lower)

sensitivity but is somewhat unwieldy. Conversely a smaller loop is less sensitive but easier to

manage. Loops for VLF antennas will be designed in order to fit constraints of sensitivity, S0,

and impedance (resistance and inductance) with choices of the shape, wire gauge, and size of the

loops [Paschal, 1988]. The VLF radiometer loops, also known as IGY antennas after International

Geophysical Year where they were deployed during a flurry of research in Antarctica, are a single

turn of 6 gauge welding cable with an area of 81 m2, an inductance of 65 µH, a resistance of

0.0615 Ω, and a normalized sensitivity of 1.866×10−5 T-Hz1/2.

The pure size of the antenna, a right isosceles triangle with a height of 29 feet, makes the

system difficult to deploy in all but the best locations, which is why these systems are located in

especially remote areas, such as Greenland and Antarctica, to take advantage of the sensitivity

offered by such a large sized antenna.
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For comparison, the portable VLF system has right isosceles triangle antennas that are made

out of 12 turns of 16 gauge wire with an area of 1.695 m2, an inductance of 1 mH, a resistance

of 1 Ω, and a normalized sensitivity of 2.97× 10−5 T-Hz1/2. IGY antennas are more sensitivity

by an order of magnitude but at the price of mass and size. The portable VLF antennas are a

good compromise in terms of size and sensitivity and it can often be the case where the sensitivity

limitation will be the environment that the antenna is located at and not the antennas themselves.

However, it is also possible to create larger antennas that matches the inductance and resistance

for a portable system. A receiver located in Chistochina, Alaska uses a larger antenna but the

site has been permanently installed for a number of years and is located within a forest with large

trees making the process of guying the antenna easier. In designing a recent set of antennas with

a square shape, it was found that the theoretical derivations [Paschal, 1988] were 15-20% high on

inductance and 10-15% low on resistance.

The smaller loops are typically oriented parallel to the North/South and East/West magnetic

fields with accuracy on the order of a few degrees. Due to physical the location of the receivers

located in Antarctica, it is difficult to orient antennas along magnetic lines. It is also difficult to

identify a distinct direction associated with North, South, East, or West (e.g., at the South Pole,

every direction is North). At these locations, grid North, which points toward the prime meridian,

is used as a reference.

2.1.2 VLF Preamplifier

Despite the age of the preamplifier used in the original VLF radiometer, its performance has

weathered the test of time. A few important changes have been made since its initial inception,

the most notable is the use of matched pair PNP transistor on a single chip as opposed to matching

individual PNP transistors. The (so called) AWESOME receiver and the University of Florida vari-

ant use a similar design with a few differences. The preamplifier stage starts with a custom wound

matching transformer that matches to the 1 Ω, 1 mH impedance of the antennas and transforms the

impedance to match the input impedance of two common base amplifiers. This is followed by a

differential pair and then an emitter follower stage which provides a low output impedance [p. 65
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Paschal, 1988]. While the transistor stage is differential, it is important to note that the antennas

are pseudo-differential with only positive and negative terminals. It is possible to add a common

terminal for a multiple turn antennas, but it is never done in practice due to the difficulty in tak-

ing the center point of the antenna. For a single turn antenna, such as the IGY antennas it is not

practical given the antenna’s structure. And the additional benefit of an input transformer is that

the input terminations do not have an additional DC bias and can be referenced directly to ground,

negating the need for an antenna common.

While the output of the preamp stage is differential it has typically been taken as single ended

in order to apply frequency compensation for the lower frequencies. The latest University of

Florida version takes the differential output of the transistor stage, high pass filters it with a simple

RC filter and then converts the differential signal to single ended with a high end instrumentation

amplifier. It is possible to keep the outputs differential and provide frequency compensation differ-

entially but component variation, even with small tolerances, will produce slight differences that

will degrade the performance of the preamp stage. This method also requires a second set of com-

ponents compared to the single ended version. The conversion from differential to single ended

version also has its own set of problems, mainly the increased signal range. Two differential sig-

nals with a voltage amplitude ±V0 will give a total signal of 2V0 when converted to a single ended

system. However, careful selection of the power rails, choosing a voltage rail twice the saturation

limit of the preamp stage, and components, amplifiers that operate near the power rails, helps to

mitigate potential clipping and a loss of dynamic range.

2.1.3 VLF Line Driver and Line Receiver

A line driver and receiver pair is an important component when driving a cable of any length.

In the case of the VLF radiometer and portable systems, the preamplifier and line receiver are

separated by 1000s of feet of cable. While the cable will have either a characteristic impedance of

50 or 75 Ohms, there is a large amount of capacitance, on the order of nanofarads, that needs to be

compensated.
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There are two methods to drive cable of such a great length correctly. One is to use a pair

of transformers to match to the impedance of the cable. Transformers lessen the requirements

on the output and input amplifiers located in the preamplifier and line receiver while providing

excellent common mode rejection. The downside is that they are large and difficult to produce. The

purported AWESOME system and a Florida variant have used this method in order to drive cable on

the order of 1000 feet. The VLF radiometer and the newest version of the Florida VLF receiver uses

a special amplifier pair in order to drive the cable. Amplifiers have the advantage of being smaller

and more manageable leading to an overall more modular system. The disadvantages include a

degraded common mode rejection ratio compared transformers and a decrease in bandwidth due

to the necessary capacitance compensation needed to maintain stability. A more detailed analysis

of frequency compensation techniques for amplifiers will be covered in a later section but they can

be summarized as sacrificing performance in order to drive a capacitive load.

2.1.4 Variable Gain Stage

The variable gain stage of a receiver is important in order to take full advantage of the dynamic

range of the analog to digital converter. The radiometer and Florida system use a variable gain

amplifier located in the line receiver. Conversely, the AWESOME receiver has the variable gain

located in the preamplifier. The primary advantage of having the gain located in the line receiver

is to quickly change the gain of the system, with the gain located in preamplifier, it can be arduous

to change the gain as the trek to and from the preamplifier; which is at least a 1000 foot trek in

the snow, each way. From a systems theory point of view it is advantageous to have the highest

gain and lowest noise amplifiers as close to the antennas as possible in order to minimize the noise

components associated with later stages of the system. The calculation for noise figure, the amount

of noise power from input to output greater than the signal gain, of a cascaded system takes the

form:

NFN = NF1 +
NF2−1

G1
+

NF3−1
G1G2

+ · · ·+ NFN−1
G1G2 . . .GN−1

(2–2)
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where NF is the noise figure for a specific cascaded stage and G is the gain for a specific cascaded

stage. From equation 2–2 it is easy to see that the noise figure and gain for the first stage have

the greatest effect on the entire system’s noise performance. The noise figure for the first stage

is unmodified and should be as low as possible. Each stage following the first stage has its noise

figure divided by the product of the gain for each previous stage making the choice of a high gain

stage ideal because it will limit the noise associated with each following stage. Therefore, it is not

necessary to place the variable gain stage in the preamplifier instead of the line receiver because

the gain of the first stage will have the most dominant effect in the overall system noise figure. The

typical variable gain stage for a radiometer system are 0, 10, 20 and 30 dB while a portable system

will have either the same gain or a linear gain of 1, 3, 10, and 30. Given the environments for a

radiometer system it is better able to take advantage of a quieter background environments.

2.1.5 Anti-Alias Filter

Filtering the signal prior to digitization is necessary in order to prevent aliasing. Sampling

theory [Oppenheim and Schafer, 1975, p. 28-29] states that in order to prevent higher frequency

components from aliasing, the input signal’s frequency should not exceed half of the sampling

rate, often referred to as the Nyquist rate. A typical VLF system will have an elliptical filter with

a passband from 0 - 40 kHz and a stop-band from 40 - 60 kHz reaching an attenuation in excess

of 90 dB at 60 kHz. The sharp attenuation comes at a cost of a ripple in the pass and rejection

bands but the cost is justifiable given the prevention of aliasing and the rapid transition from the

stop band to the pass band. All VLF systems operated by the University of Florida use some form

of elliptical filter in order to prevent aliasing; the older radiometer systems have had a filter box

added due to the changes in sampling systems over time.

2.1.6 Analog to Digital Converter and Timing

The current digitizer used by the University of Florida in conjunction with a VLF receiver is an

off the shelf multifunction Data Acquisition (DAQ) card. It offers 8 differential 16-bit inputs giving

a spurious free dynamic range (SFDR) of 98 dB at 10 kHz. Unfortunately, most of the systems are

not recorded differentially. Due to the number different systems in the field and changing ADC
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Figure 2-3. An example of phase snapping. The transfer function phase is plotted in blue and the
filtered phase in red in order to highlight the distinct nature of the phase snapping.

connectors, a break out box has been implemented that takes a single ended BNC input and then

converts to the correct ADC channels inputs.

Another important component of the acquisition system is the timing used. As opposed to

the Stanford system which uses an internal GPS clock, the Florida systems use an external GPS

receiver. The receiver is expensive but the benefit is the absolute GPS timing accurate to withing

30 nanoseconds RMS of UTC and a reference frequency stability better than 1×10−12. Both the

sampling frequency, 100 kilosamples per second, and a 1 pulse per second pulse train are supplied

to the DAQ card by the GPS receiver for timing purposes. Accurate timing is not something that

Stanford can claim for its integrated GPS system due to the off the shelf embedded system that is

used in the AWESOME system. Numerous instances have been found where the phase associated

with Stanford systems will ‘snap’ as the 1 pulse per second timing signal is synchronized with the

embedded GPS time.

Figure 2-3 is an example of phase snapping in the transfer function phase for the Northside-

NAA receiver-transmitter pair on March 3rd, 2012 received on the North/South antenna. The

transfer function phase is sampled at 50 Hz in this case. The 50-Hz sampling frequency is important

to detect this ’snap’ because lower output frequencies averaged over the effect. In the figure, the
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phase snaps once per second as the AWESOME sample clock is updated/corrected by the GPS-

derived 1-PPS reference. The result is a saw tooth like function for the calculated phase. This

effect likely varies with time, as the specific frequency of the AWESOME oscillator likely depend

on temperature and other environmental parameters. In contrast, the University Florida systems use

an external GPS system which is properly synchronized to GPS timing and does not produce phase

snapping. In the past, some of the Florida systems used the integrated GPS of the AWESOME

system but over time, all of the receivers have been upgraded to use the external GPS unit.

In conjunction with the DAQ card, a custom program is used to interface with the card and

provide functionality to record both broadband data sampled at 100 kHz and multiple narrowband

VLF channels. A typical system will record nearly continuously for 23 hours a day, every day of

the year. The amount of data generated by a site is about 30 GB/day or approximately 12 TB/year

for two channels of broadband data and several narrowband channels.

2.1.7 System Performance

The most recent Florida VLF system was built in late 2013 and represents the state-of-the

art in VLF system design. Several changes were made from the previous version to enhance

performance such as upgraded components and newer components, new implementations of the

line drivers and line receivers, external controlled gain, and a better designed anti-alias filter. One

of the primary benefits of this system was that is was built to work in conjunction with a 24-bit

ADC. The typical ADC used in conjunction with VLF receivers have 16-bit resolution and are

limited to a dynamic range of 91.5 dB compared to the lower limit of 118 dB for the 24 bit ADC.

A performance analysis of this VLF system uses figures of merit typically associated with

ADCs which are almost standard and have been detailed by [Kester, 2008]. Quantifying the system

was accomplished by injecting a 1 kHz sinusoid in to the preamp and increasing the amplitude to

the point just before the output starts to clip. With the aid of the 24 bit ADC, a noise floor of

−121.9 dB and an SNR of 118.7 dB was achieved. (See Figure 2-4 for a graphical definition of

terms.) The Signal-to-Noise Ratio (SNR) is calculated by taking the ratio of the root-mean-squared

(rms) signal amplitude, f0, compared to the mean of the root-sum-square (rss) of the noise level
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Figure 2-4. The output spectrum associated with a 1 kHz input sinusoid and the resulting perfor-
mance parameters associated with the system.

excluding harmonics. For a VLF system in particular, a distinction is made between the harmonics

associated with the test signal, f1−4 and the power harmonics, P0−8. The 60 Hertz noise and its

associated harmonics are not generated by the system, but couple in through the input due to their

near omnipresence in a laboratory environment. Steps can be taken to minimize their effects but

it is difficult to remove power noise completely and for the purposes of quantifying the system

performance, power harmonics have been excluded for the associated harmonic calculations.

The Signal-to-Noise-and-Distortion (SINAD) is calculated as the ratio of the rms signal to the

rss of the other spectral components including harmonics giving a value ranging from 78.6 dB to

93.54 dB, depending on gain setting. The SINAD performance is largely impacted by the presence

of the first, second, fourth, and fifth harmonics of the input signal. Similarly, the Spurious Free

Dynamic Range (SFDR) relative to the carrier is defined as the ratio of the rms signal to the rms

value of the worst spurious signal which in this case happens to be the first harmonic resulting in a

Table 2-2. The University of Florida’s VLF system performance at different gain settings.
Gain (dB) SINAD (dB) SNR (dB) THD (dB) SFDR (dBc) Noise Floor (dB)
0 78.6 118.7 78.6 84.7 -121.9
10 87.9 104.0 89.4 89.4 -113.0
20 93.5 93.5 93.5 -103.1
30 90.3 90.30 92.4 -93.3
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Figure 2-5. Calibrated one minute spectrograms for the north/south and east west antennas at
Maryland Point on October 9th, 2013.

SFDR ranging from 84.7 dBc to 93.6 dBc, depending on gain setting. While both the SINAD and

SFDR do not fully utilize the available range for a 24-bit system, they come close to the absolute

limit of the 16-bit system, which has a dynamic range of 91.5 dB. A tabulated list of the receiver

performance at difference gain settings is shown in Table 2-2.

Testing using the 24-bit system was performed in the field at Maryland Point, Maryland. Fig-

ure 2-5 shows the calibrated one minute spectrograms for the north/south and east/west antennas

oriented along the north/south and east/west magnetic field lines respectively. Both spectrograms

clearly exhibit lightning-generated sferics as vertical lines and VLF transmitters as horizontal lines.

NAA (24 kHz) is strongest on the north/south antenna due to receiver’s position relative to Cutler,

Maine and NLM (25.2 kHz) is strongest on the east/west antenna.

2.2 VLF Hardware Applications

Building a fully functional prototype from a schematic should be a simple processes but there

are numerous pitfalls that can prevent a circuit from working or lead to degraded performance.

These issues are often referred to as applications problems and are not typically covered in a for-

mal sense. Often the subject is relegated to application notes, white papers, or sections within a

datasheet. One of the better texts on the subject is appropriately subtitled, A Handbook of Black

Magic [Johnson and Graham, 1993]. Several of the larger integrated circuit manufacturers have
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their unique take on applications notes such as Texas Instruments’ Infrequently Asked Questions

or Analog Devices’ Analog Dialogs. Both companies also have detailed handbooks [Carter and

Brown, 2001; Jung, 2006] on operational amplifiers that delve in to the finer details associated

with several of the problems that are not typically covered in a classroom. The topics covered

include component placement, grounding, power distribution, power supply decoupling, clipping,

and capacitive loading. Poor component placement for feedback resistors and power supply decou-

pling capacitors can lead to additional parasitics which result in degraded performance at higher

frequencies. Ground, while often considered a omnipresent zero voltage source, in practice will

vary slightly at different locations. The presence of long ground traces or different paths can lead

to ground loops and ground bounce, which degrade performance. Power distribution networks

can also lead to problems where feeder networks distort or attenuate regulated power, resulting in

a performance loss. Power supply decoupling goes hand in hand with feeder networks because

there are strict requirements (within 100 mils of a power pin) for the placement of ceramic de-

coupling capacitors in order to prevent instability. While all of these considerations are important

for the design of a VLF receiver, despite the low frequencies involved, clipping will be touched

on because of its effects on the signal processing and capacitive loading will receive a thorough

analysis. Detailing all of the applications problems associated analog circuits is beyond the scope

of this work.

2.2.1 Clipping

A system clips when the received voltage is higher than the ADC can handle, typically above

its power rail. The ADC used in the Florida systems are limited to ±5 Volts and the received

voltages are typically well below this limit. Often, the gain of the system is specifically chosen

to prevent clipping. However, due to the high-power nature of lightning, which dominates the

impulsive noise environment in the VLF band, there are cases where especially strong lightning

sferics will produce a received voltage at the ADC in excess of the voltage supply rails. Figure 2-6

is an example of several clipped sferics at Palmer Station, Antarctica on March 3rd, 2013. Antarctic

sites do not usually clip during strong lightning strikes, but Palmer is an exception because it
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Figure 2-6. The receiver voltages at Palmer Station, Antarctica over a 15 second period. Several
strong sferics occur which clip at the maximum allowable input to the ADC, the red
line at ±5 V.

is located much closer to typical thunderstorm locations than McMurdo Station and South Pole

Station. Nevertheless, it is unusual for the VLF receiver at Palmer Station to clip as often as is

shown in the figure. The problem of clipped sferics is more of an issue in the contiguous 48 states

where lightning storms can occur in close proximity, or on top of, VLF receivers, resulting in

clipped sferics and degraded date sets.

From a hardware perspective, it is important to protect the ADC from over voltages through

the use of diodes or limiter chips, because surpassing an ADC’s maximum rating can result in

damage or degraded performance. Often, diodes will be used at the output of the preamp and the

input of the line receiver to limit the effects of potential pick up caused by the instrumentation

cable between the pre-amp and line receiver. And then a limiter chip will be placed in the signal

path of the the line receiver in order to further protect the ADC after the gain stage. The cost

of protection diodes or limiter chips is cheap compared to potential damage that the ADC might

sustain over years deployed in remote locations.

The effect of clipping on signal processing is profound because a signal that clips cannot be

trusted and results in an unreliable measure of narrowband VLF signal amplitude and phase. The

detailed effects on the spread spectrum method will be discussed in Chapter 3.
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2.2.2 Capacitive Loading

While several the applications issues are associated with high frequency effects, beyond the

VLF range, it is important to note that the amplifiers have operation ranges well in to the MHz

range and some times the GHz range. To neglect the high frequency effects would be disastrous

for system performance. Poor layout and component choice can lead to instability and degrade

performance in the frequency band of interest. Capacitive loading is an important topic because

there is capacitance associated with everything, from driving a printed circuit board trace to the

parasitic capacitance associated with a surface mount component’s pad. A designer must be ever

vigilant to account for common and uncommon capacitive sources to avoid destabilizing an ampli-

fier. Analog Devices covers the issue well with two applications notes in their Analog Dialogue’s

“Ask The Application Engineer” section [Bendaoud and Marino, 2004; King, 1997].

Often times an amplifier will be compensated to handle light capacitive loads in order to

prevent poor performance but lacks the ability to drive a large capacitance due to the large perfor-

mance penalty. With external compensation it is possible to use an amplifier that would otherwise

be unable to drive a larger capacitive load by itself.

Figure 2-7 (a) shows a simple inverting amplifier with a capacitive load. An additional pole is

formed buy the load capacitance, CL, and the amplifiers output resistance, R0, which degrades the

amplifiers performance and lowers the Gain Bandwidth Product (GBP). The additional pole takes

the form:

Aloaded = A

 1

1+ j f
fp

 , where fp =
1

2πR0CL
(2–3)

where A is the open-loop gain. The additional pole increases the amplifier’s rate of closure (ROC)

as shown in Figure 2-7 b). A typical amplifier will reach its unity gain frequency, or GBP, with a

-20 dB/decade slope for amplitude and a 90 degree phase lag after the dominant pole. In this case,

the pole fp adds another -20 dB/decade to the slope and 90 degrees phase lag which reaches the

unity gain frequency sooner and causes instability in the form of oscillation.
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Figure 2-7. An example of a simple capacitive load, (a), and the resulting effects on the Bodé plot,
(b). It is often the case that the capacitive load, CL will not be a fixed component and
instead take the form of a parasitic capacitance.

Capacitive loading is a problem, but there are several techniques available to correctly com-

pensate an amplifier, as shown in Figure 2-8. Often, the correct solution is dependent on the

design, given that there are advantages and disadvantages for each of the given techniques. In-loop

compensation (2-8a) uses a small resistance Rx to decouple the output of the amplifier from the

capacitive load, CL, and a feedback capacitance, CF , as a high frequency bypass of CL. By solving

for the poles and zeros associated with each capacitance individually and then equating each pole

and zero pair, two equations can be generated that allow for Rx and CF to be calculated:

Rx =
R0Rin

R f
(2–4a)

CF =

(
1+

1
|Acl|

)(
RF +Rin

R2
f

)
CLR0 (2–4b)

The addition of the 1/Acl term was determined experimentally [Bendaoud and Marino, 2004, p.

2]. Values in 2–4 are often listed in a components data sheet or can be inferred from plots. While

this method prevents instability, it comes at the cost of bandwidth as the dominant pole is now set

by two external components CF and RF .

In-loop compensation is a good method when amplifier characteristics are well known and

high bandwidth is not needed. Because the VLF spectrum is relatively small and close to DC,
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Figure 2-8. Different techniques for compensating voltage-feedback amplifiers with a capacitive
load (a) in-loop compensation, (b) out-of-loop compensation, and (c) a “snubber” net-
work.

bandwidth can be traded for capacitive drive ability without a loss of performance in the band of

interest. There is a simpler method that involves out-of-loop compensation (Figure 2-8b) and uses

a resistor RSERIES between the output of the amplifier and the capacitive load. This isolates the

capacitive load from the amplifier and creates a zero in the transfer function of the amplifier which

helps to negate the effect of the load capacitance. Typical values for RSERIES can range from a

few Ohms to 50 Ohms and the value is often chosen so that the zero created is at least one decade

below the unity-gain frequency. However, the performance penalty is great and the output signal

will be attenuated by the voltage divider formed by resistance RSERIES and RL.

Another method (Figure 2-8c) uses a “snubber” network to compensate for the capacitive load.

The resistor, Rs, loads down the output of the amplifier when peaking occurs and the capacitor, Cs,

decreases the loading effect at lower frequencies by functioning as an AC short. This technique

effectively snubs down the amplifiers gain at higher frequencies where the capacitive load has the

greatest effect while minimizing the effect at lower frequencies. Unfortunately, the values for Cs

and Rs are often determined through trial and error by observing the peaking frequency caused

by an uncompensated load capacitance, choosing a resistance to limiting the peaking, and then

picking a capacitance based on the resistance and peak frequency given by the equation:

Cs =
3

2π fpRs
(2–5)
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Figure 2-9. Different methods for calibrating a VLF receiver by either (a), inducing a known flux
in the receiving antenna or (b), injecting a known current through a “dummy” antenna.
For injecting a known current, there are two configurations, balanced, (c), and un-
balanced, (d).

While this methods combines the advantages of both types of loop compensation, it is often dif-

ficult to experimentally measure the peak frequency and then choose resistor values in a realistic

hardware environment. Compensation techniques used in VLF receivers are often in-loop or out-

of-loop compensation, with a preference for in-loop compensation in a general case and out-of-

loop compensation when driving the cable between the preamplifier and line receiver.

2.3 Calibration

The method for calibrating a system is incredibly important because it allows for the measured

ADC voltage to be equated with a B-field signal strength at the antenna (in Tesla, or Tesla/Hz1/2).

There are two methods for calibration: inducing a known magnetic flux density using an external

antenna, or injecting a known current through a “dummy” antenna at the preamplifier input. Figure

2-9 (a) and (b) show the two different configurations: inducing a known flux and injecting a known

current, for calibration. While both methods should produce the same result [Paschal, 1988, p. 61],
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injection proves to be the superior method for VLF receivers due to the logistics associated with

inducing a VLF field and the large number of variables that adversely affect creating a uniform

induced flux.

Figures 2-9 (c) and (d) show two injection circuit configurations for injecting a known current

through a “dummy” antenna: balanced and un-balanced injection respectively. The “dummy”

antenna is represented by a series resistance Ra and inductance La that have the same values as the

actual antenna. While a real antenna can be used, it is beneficial to use a “dummy” antenna so that

the input to the preamplifier is only the injected current (i.e., no VLF transmitter signals, sferics,

or hum-lines interfere with the measurement). By carefully choosing the values for Rcal and Ccal ,

the relationship between the calibration voltage, Vcal , and its associated magnetic field, Bw, can be

simplified to a few variables. For the balanced case, the equation takes the form:

Vcal =
NARcal

La
Bw (2–6)

where

N is the number of turns of the antenna

A is the area of the antenna

Rcal is a calibration resistor

La is the inductance for the antenna and “dummy” loop

Bw is the effective magnetic field

while for the unbalanced case, the equation takes the form:

Vcal =
2NARcal

La
Bw (2–7)

Both cases, balanced and un-balanced, are useful for calibration but the method choice often de-

pends on the application. A balanced configuration is advantageous when the calibration voltage is

applied differentially, usually from a twister pair or by the differential output of a signal generator.
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However, it can be difficult to supply a differential input signal in the field, and the un-balanced

configuration allows for a relative measurement without having to deal with the common mode

associated with the balanced configuration [Paschal, 1988, p. 62-64].

By using a series of simultaneously-generated tones, equally spaced in frequency and approx-

imately constant in amplitude (often refereed to as a comb), for the calibration voltage, a system

can be calibrated over its usable frequency band. A series of comb calibration tones can be gener-

ated using several digital components to create a pseudo random shift register [Fraser-Smith and

Helliwell, 1985; Golomb, 1967; Paschal, 2013], which generates tones in the frequency domain

with a fixed spacing. Given the advances with embedded processors, the digital components have

been replaced with a single micro-controller that produces the same output. The frequency com-

ponents can be described in terms of the shift clock, fc, of a sequence with length m (of the form

2n−1) where Vp is the peak value for a shift register. Given a square wave with a value of either

±Vp the output spectrum will have components every fc/m Hz and the RMS amplitude of the kth

component is defined as:

V
(

k
fc

m

)
=

Vp
√

2
√

m+1 sinc
( k

m

)
m

(2–8a)

where, sinc(x) =
sin(πx)

πx
(2–8b)

With Vp = 2.5 V, n = 10, m = 1023, and fc = 250 kHz, tones are spaced 244.3793 Hz apart with an

amplitude V (244 Hz)= 0.1106 Vrms and a variation in amplitude of only V (34946 Hz)/V (244 Hz)=

0.9682 =−0.28 dB, giving only a slight variation over the band of interest.

With a known input, it is relatively simple to build a system that injects the calibration tones

into the VLF preamplifier using a set of “dummy” antennas and measure the resulting output to

calibrate the system. In practice, the actual amplitudes of the comb components are often assumed

to be a fixed value, due to the inability to simultaneously measure the calibration tones as they are

being injected at the preamplifier (e.g., when the source of the calibration tones is located within

the preamplifier). In this case, one cannot realistically approximate the phase of each component,
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Figure 2-10. One level of abstraction below Figure 2-2 for three different calibration cases. The
calibration tones are injected at the preamplifier , (a), down the cable and back , (b),
and injected directly in to the line receiver, (c). The block diagram from Figure 2-2
has been replicated, (d), to indicate the different injection paths. Light blue refers to
the path in (a), orange to the path in (b), and green to the path in (c).

making the calibration an amplitude-only calibration. In order to account for phase, great care

must be taken to record the calibration tones as they are injected in to the preamp. It is therefore

necessary to place the calibration tone generator in close physical proximity to the ADC at the line

receiver.

Figure 2-10 shows a block diagram for a three step calibration. In all three steps, the calibra-

tion tones are simultaneously recorded by the ADC at the line receiver (not shown). The output of

the calibration tone generator is buffered, due to the limited drive capability of the microcontroller,
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and then driven differentially down a twisted pair to the pre-amplifier as shown in Figure 2-10a.

Intuitively, it may seem best to buffer the output of the calibration tones for the ADC as well, but

the loading effect caused by a fixed length of RG–58 cable and the input impedance of the ADC

(typically 100 MOhms in parallel with 10 pF) has a negligible effect on the driver in the VLF

band. The effects of the twisted pair connecting the line receiver to the pre-amplifier, a typical DC

resistance on the order of tens of Ohms and a capacitance on the order of tens of nanofarads, has a

much greater effect on line driver than tapping off to measure the calibration tones.

The output of the calibration tones can be represented by the initial calibration voltage defined

in Equation 2–8, Vcomb, multiplied by the transfer functions associated with the buffer, HB, and

line driver, HLD, giving the equation for VCAL OUT as:

VCAL OUT( f ) = Vcomb( f ) HB( f ) HLD( f ) (2–9)

Similarly, the voltage applied to the input of the preamplifier can be defined as the multiplication

of Equation 2–9 and the transfer function associated with the cable, HC. The equation for the

calibration voltage applied at the input of the pre-amplifier takes the form:

VCAL PA( f ) = Vcomb( f ) HB( f ) HLD( f ) HC( f ) (2–10)

The cable response, HC, can be quantified by using the configuration in Figure 2-10b, where the

measured output takes the form:

VCAL CABLE( f ) = Vcomb( f ) HB( f ) HLD( f ) 2HC( f ) (2–11)

By shorting the cable at the preamp and taking the output at the line receiver the transfer function

associated with the cable is quantified. Substituting Equation 2–9 into Equation 2–11 gives the

cable transfer function, HC. It is an approximation to simply use 2HC in these equations. However,

when the line driver is able to remain stable when driving both loads, single and double cable

lengths, the approximation is valid. The approximation would be invalid if the line driver became
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unstable, and the output of an unstable amplifier in any case would not be acceptable for calibration.

In a laboratory setting, it is possible to compare the difference between HC and 2HC, but they

should be proportional. It is also possible to measure the cable attenuation using multi-meters and

measuring the AC voltage at specific points throughout the system. However, this method only

gives the amplitude response and does not provide a measure of the phase phase response. These

types of measurements are also subject to the the variation between different types and styles of

multi-meters making the measurements a good approximation at best.

With two steps, the tones injected into the preamplifier have been determined together with

the transfer function associated with the cable. While injecting into the preamp, Figure 2-10a, the

output of the line receiver is also recorded (not shown) in order to calibrate the entire system. This

output voltage is now defined as VCAL TOTAL and is described by the following equation:

VCAL TOTAL( f ) = VCAL PA( f )HSY ST EM( f ) (2–12)

Both the input to the system and the output are now known, and the transfer function (both am-

plitude and phase) associated with the entire system can be calculated. This is a superior method

compared to the amplitude-only calibration method. For completeness, and to better calculate the

performance of each individual section of the receiver, it is also of interest to determine the indi-

vidual transfer functions associated with the preamplifier and the line receiver. By using the third

configuration in Figure 2-10c, injecting directly in to the line receiver, and measuring the output,

the transfer function associated with the line receiver, HLR is determined. The resulting equation

takes the form:

VCAL LR( f ) =Vcomb( f )HLR( f ) (2–13)

and given that the system transfer function can be defined as:

HSY ST EM( f ) = HPA( f )HC( f )HLR( f ) (2–14)
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all three individual transfer functions can now be determined. It is important to note that this is

a basic theory for calibration that has been used before on other system and will continue to be

used in the future as it follows the simple method of a measured output referenced to a measured

input. The distinction is the application to VLF receivers in the field which have not had a thor-

ough calibration scheme, given the distributed nature of a system where the preamplifier and line

receiver are separated by thousands of feet. In addition to the theory, the implementation benefits

immensely if the system is designed with foresight for an amplitude and phase calibration scheme.

The ability to tap off of certain points in the system is aided by well placed BNC connectors when

the alternative is temporary wires placed at critical junctions. Extensive field work has shown

that it is better to implement these features prior to production as opposed to attempting to add

functionality to an already deployed system.
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CHAPTER 3
A NEW SPREAD SPECTRUM VLF SIGNAL PROCESSING METHOD

In this chapter, a new spread spectrum MSK signal processing technique is described in de-

tail and the performance of the method is evaluated in comparison with contemporary VLF signal

processing techniques. First, an overview of the signal processing method is provided. Signal con-

dition details are then discussed, followed by a detailed description of the signal modeling process.

Lastly, the calculation of the output transfer function is described in detail, and the performance of

the method is characterized as a function of SNR and compared with the results of other methods.

One of the strongest metrics for comparison is the site-to-site transfer function. This transfer func-

tion can be directly calculated using broadband data (i.e., providing a reference “answer”), and the

accuracy of each method can be directly evaluated by comparison with this “answer.”

3.1 Signal Processing Overview

An example transmitted MSK phase trellis was shown in Chapter 1, Figure 1-4, and it is

repeated here in Figure 3-1 (black trace) for ease of reference. The transmitted signal is constant in

amplitude, while the phase trellis varies with time. The black trace is synchronized to the start of a

second, both in terms of its initial phase and in terms of the bit start time. The yellow bit sequence

in Figure 3-1 includes an initial phase offset φ , presumably due to the phase velocity of the signal,

and it also exhibits an offset bit transition time, due to the group delay of the signal.

The spectrum of the transmitted MSK-modulated signal is shown in Figure 3-2, together with

those for a continuous waveform (CW) signal, and a “squared” MSK signal for reference. CW

waves are the simplest case with all of the frequency content located at a single frequency. Because

of the simplicity of CW, it will be considered an upper limit for some of the statistics associated

with this new method. MSK modulation is used by all of the transmitters analyzed in this work.

“Squared” MSK, while not a standard form of modulation, is used in the Dowden/Adams method

to generate two frequency measurements, at ±50 Hz.

For the CW and the MSK spectra, the spectral content at each frequency excites propagating

modes within the Earth-ionosphere waveguide, and each mode is excited with a different excitation
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Figure 3-1. An example of the MSK phase trellis repeated from Chapter 1. The phase will vary
due to ionospheric and transmission conditions resulting in a bit sequence that does
not start at time zero with zero phase.

factor that depends on the geometry of the transmitter and the eigenangle of the mode. Each of

the modes (for each of the frequencies) propagates within the Earth-ionosphere waveguide with

different rates of attenuation, with different phase velocities, and with different group velocities.

The signals eventually reach the receiving antenna and excite a voltage that depends on the induc-

tance of the loop, the area of the antenna loop, the number of turns in the loop, and the altitude

and orientation of the antenna. This voltage is proportional to the derivative of the sum-of-modes

magnetic field component perpendicular to the plane of the antenna loop.

Given a measurement of the MSK-modulated signal, the spread-spectrum method developed

herein provides an estimate of the transmitted signal. The transfer function (received/transmit

estimate) is calculated and a weighted average is performed as a function of frequency. The output

of this process is proportional to the transfer function of the Earth-ionosphere waveguide, weighted

by the amplitude of the transmission (i.e., the sum-of-modes solution). In the following sections

each of the important steps in the process are detailed and characterized.
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Figure 3-2. The modulation spectra for three different methods: (a) continuous wave (CW), (b)
MSK, and (c) squared MSK.

3.2 Initial Signal Conditioning

An overview schematic of the processing methodology is shown in Figure 3-3. The signal

incident upon the antenna can be expressed:

y1(t) = ∑
n

x(t)∗hwn(t) (3–1)

where x(t) is the time series of the transmitted waveform, and hwn(t) is the overall impulse response

for the nth mode of the Earth-ionosphere waveguide, including waveguide excitation factors, re-

ceiver excitation factors, and mode-coupling at waveguide boundaries. The signal is then processed

by the receiver electronics and is sampled by the ADC. The resulting signal can be expressed:

y2(t) = (y1(t)∗ r(t))X(Fst)Fs =

(
∑
n

x(t)∗hwn(t)∗ r(t)
)
X(Fst)Fs (3–2)
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Figure 3-3. A block diagram for the processing method which shows the nuance associated with
the pre-processing and transfer function processing blocks.

where r(t) is the impulse response of the receiver, Fs is the sampling frequency of the ADC, and

X is the sampling function defined as:

X(at) =
1
|a|∑n

δ

(
t− n

a

)
(3–3)

The signal is then mixed-down to baseband, low-pass filtered, and decimated by a factor of

100:

y3(t) = {[y2(t)(cos(ωct)− j sin(ωct))]∗b(t)}X
(

Fst
100

)
Fs

100
(3–4)

where ωc = 2π fc is the center frequency of the transmission of interest and b(t) is the impulse

response of the low-pass filter. y3(t) is the complex-valued, baseband time-domain signal prior to

MSK signal processing.

The frequency-domain version of this signal can be expressed:

Y3( f ) =
{[(

∑
n

X( f − fc)Hwn( f − fc)R( f − fc)

)
∗X

(
f − fc

Fs

)]
B( f )

}
∗X

(
100 f

Fs

)
(3–5)

Assuming the signal is appropriately band-limited yields the following simplified equation:

Y3( f )≈∑
n

X( f − fc)Hwn( f − fc)R( f − fc)B( f ) (3–6)

3.3 Construction of the Model Transmission

At this point, the phase of the baseband time-domain signal, y3(t), is used to estimate the

transmitted MSK phase trellis (i.e., the bit sequence). Because the received phase trellis (the phase
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of y3(t)) includes the effective propagation delay of the Earth-ionosphere waveguide, the delay of

the receiver electronics, and the delay of the low-pass filter (if any), the estimated transmission

signal will also exhibit these same time delays.

These time delays are characterized by the bit transition time (BTT) of the received phase

trellis. Calculating the BTT makes use of the statistics of the MSK transmission: the bits have a

Bernoulli(1/2) distribution that is independent and identically distributed (iid). With a sampling

frequency of 1 kHz, a single bit period is 5 samples (5 ms). To determine the sample (modulo 5)

closest to the BTT, every fifth sample is analyzed. Figure 3-4 (a) shows the received phase and

every 5th sample in red. It is clear that the highlighted sample is not the desired BTT, but in order

to find the correct position, the phase difference between every fifth sample is calculated. The

result is plotted in Figure 3-4 (b) where the absolute phase differences for each of the five starting

bit positions are sorted and shown.

Because of the nature of the phase trellis as an Bernoulli(1/2) process, approximately 50%

of the bit phase differences will be close to 90 degrees while the other 50% will correspond to

the phase difference during a bit transition. The start position with the lowest bit phase difference

per bit period yields the location of the middle-most sample, and thus identifies the BTT to within
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one sample. The second lowest bit phase difference per bit period gives the sign associated with

calculating the sub-sample BTT, which will be discussed shortly.

With the integer-valued BTT in hand, the sorted bit phase difference can be created, as shown

in Figure 3-5a. Sections are identified based on the zero-crossing and the rapid change in phase

near 25% and 75%. The phase difference, ∆Φ, is calculated as the median of Section 2 minus the

median of Section 1. The sub-sample BTT is then calculated as:

BTT =−
(
|∆Φ|
90◦
±1
)(
±1

2

)
(3–7)

with the ± sign determined by the second lowest bit phase difference per bit period. Using the

resulting bit transition time, the entire phase trellis is reconstructed, evaluating bit values based on

the median phase change over each bit period, resulting in a model phase as shown in Figure 3-5b.

Given the calculation of the BTT, one can also calculate the perceived group delay from trans-

mitter to receiver. This value is used later to estimate the original time of transmission. Assuming

the first bit transmitted was synchronized to the beginning of a second, the perceived propagation

delay is M(5 msec)+BTT, with M integer valued. Given the GPS coordinates of both the receiver

and transmitter (and thus the distance between the two), M may be calculated as the integer which

produces a perceived propagation speed that is closest to the speed of light. It is not unusual for
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this perceived speed to be greater than the speed of light. We note that it is only the perceived

propagation speed, which may be distorted slightly by the interference between waveguide modes.

The end result is the total delay, T , between transmission and the first perceived bit transition time.

3.4 Bit Error Correction

Because the MSK phase trellis is forced to be continuous at bit transitions, bit errors can have

a profound impact on the estimated transmit spectrum, and thereby the output transfer function.

Correcting bit errors is not a simple endeavor, however. While the statistics of an MSK phase

trellis helped to determine the BTT and the model phase trellis, the statistics works against the

process for correcting bit errors. A given bit can only be determine by the samples associated with

a current bit. Previous or future bits cannot be relied upon to correctly determine the current bit.

Figure 3-6 is an example of a bit error where the fitted model phase chose the incorrect bit polarity.

The bit error results in an offset between the received and model phase of 180◦ and distorts the

model MSK spectrum.

Shafer’s method employs a two bit look-ahead scheme that compares the received and model

phase and corrects the current bit if the phase exceeds 180 degrees. This is a novel method to

correct for bit errors but takes somewhat of a statistical leap of faith. There are several cases,

Figure 3-7 (a), (b), and (c), where the the original phase cannot be correctly reproduced by the
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Figure 3-7. Three examples of unrecoverable bit errors found in the phase of MSK signals. With
hindsight it is easy to see what the correct bit should be but the nature of the MSK
phase trellis and its statistical properties limits the ability to correct bit errors. When
choosing a bit there is only knowledge for the current bit and the choice cannot be
correctly made based on previous or future bits.

model and received phase. The first case, (a), is an example of two bit errors in a row which

effectively cancel out so that the phase spectrum is preserved. The second case, (b), shows an

unrecoverable bit error where the received phase is affected by noise and the resulting model phase

cannot be corrected. Using Shafer’s method, a potentially correct future bit would be incorrectly

corrected due to the criteria of a 180 degree phase difference. The final case, (c), is similar to

(b) where the incorrect bit cannot be corrected based on the received phase. Both cases result

in a future correct bit being erroneously corrected by Shafer’s bit error correction scheme. It is

impossible to correct every bit, but the bit correct technique used by this spread spectrum method

focuses on maintaining the model spectrum without erroneously correcting bits.

The key difference with this method’s approach to bit error correction is to find and correct

all of the bit errors in a given dataset simultaneously. This solves the problem of having to iterate

through the bit sequence one bit at a time. By comparing the phase to a filtered version of itself in

conjunction with the modulo command, phase differences in excess of 180 degrees, which corre-

spond to bit errors, can be isolated. The correct bit is then found and corrected accordingly. While

this method is similar to Shafer’s method it does not suffer the computational penalty associated

with iterating through every bit and has the additional benefit of not over correcting through clever
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use of the modulo command. Creating the transfer function is then a simple step with the correct

group delay and model phase.

3.5 The Output Transfer Function

First, the estimate of the baseband version of the transmitted MSK time series is identified as

x̂(t−T ), where T is the total delay included in the model phase trellis (calculated in a previous

section). x̂(t−T ) is a unit amplitude signal with a perfect phase trellis. In order to make a proper

comparison with the received signal, this signal must be filtered by b(t). In practice, if b(t) is a

causal filter, this process will introduce an additional time delay in the output, and this effect is

undesirable. A new filter constructed, b′(t), whose amplitude response is the same as that of b(t)

but whose phase response is zero. The time-domain expression for the model signal is now:

x̂1(t−T ) = x̂(t−T )∗b′(t) (3–8)

with a frequency-domain expression:

X̂1( f − fc)e− j(ω−ωc)T = X̂( f − fc)e− j(ω−ωc)T B′( f ) = X̂( f − fc)e− j(ω−ωc)T |B( f )| (3–9)

The desired transfer function is: Y3( f )/X̂1( f − fc). In the digital domain, however, both time

series must be limited to a finite number of points. This will be performed by windowing using a

Hanning window. Additionally, the discrete Fourier transform behaves as though the input signal

is periodic. The time-domain and frequency-domain expressions including these effects are:

y4(t) =
[(
{[y2(t)(cos(ωct)− j sin(ωct))]∗b(t)}X

(
Fst
100

)
Fs

100

)
w(t)

]
∗X

( t
N

) 1
N

(3–10)

and

Y4( f )≈
[(

∑
n

X( f − fc)Hwn( f − fc)R( f − fc)B( f )
)
∗W ( f )

]
X(N f ) (3–11)

where w(t) is the windowing function, and N is the number of seconds over which the signal is

now assumed to be periodic (this value can be selected using zero-padding, for instance). Applying

62



the same processes to the model transmission yields a time-domain expression:

x̂2(t−T ) =
[(

x̂(t−T )∗b′(t)
)

w(t)
]
∗X

( t
N

) 1
N

(3–12)

and a frequency-domain expression:

X̂2( f − fc)e− j(ω−ωc)T =
[(

X̂( f − fc)e− j(ω−ωc)T |B( f )|
)
∗W ( f )

]
X(N f ) (3–13)

Noting that there is only access only to X̂2( f − fc)e− j(ω−ωc)T , the final resulting transfer

function, Y4( f )/X̂2( f − fc) can therefore be expressed:

Ĥ( f − fc) =
Y4( f )

X̂2( f − fc)
=

[(∑n X( f − fc)Hwn( f − fc)R( f − fc)B( f ))∗W ( f )]X(N f )[(
X̂( f − fc)e− j(ω−ωc)T |B( f )|

)
∗W ( f )

]
X(N f )e+ j(ω−ωc)T

(3–14)

where we note the additional e+ j(ω−ωc)T term in the denominator that counteracts the inherent

delay (T ) of the model transmission. Shafer’s method does not account for this factor.

In the digital domain, the X function in the numerator and denominator simply represent

frequency selection (or sampling), and they may be dropped from the equation above for clarity.

The windowing function W ( f ) essentially sets the minimum frequency resolution. For instance, a

wide time-domain Hanning window produces a fairly narrow (several Hz wide) frequency-domain

window, and has the effect of smoothing the frequency response. Suppressing these items, and

assuming that X̂( f ) is a perfect model of X( f ), the resulting transfer function is an approximate

measure of the transmitted signal magnitude times ionospheric transfer function times the receiver

response:

ˆ̂H( f )≈∑
n
|X( f − fc)|Hwn( f − fc)R( f − fc) = |X( f − fc)|R( f − fc)∑

n
Hwn( f − fc) (3–15)

The receiver response can be removed from the above equation using the amplitude and phase

receiver calibration described in Chapter 2. The result is the sum-of-modes amplitude and phase,

assuming the transmission at each frequency was transmitted with zero phase (as for the CW case).

In practice, this transfer function is noisy, and a frequency averaging technique is implemented to

smooth the response.
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The output transfer function used for the spread spectrum processing method is defined in

[Ljung, 1987, p. 146] as the Empirical Transfer Function Estimate (ETFE). The derivation of the

transfer function is discussed in [Shafer, 1994] and an alternate version will be shown here.

The ETFE can be expressed:

Ĝ( f ) =
∑BW |X̂( f )|2 ˆ̂H( f )∆ f

∑BW |X̂( f )|2∆ f
(3–16)

such that frequency averaging is performed, weighted by the signal-to-noise ratio. The end-user

can select the frequencies over which to average. We note once again that ˆ̂H( f ) includes a linear

phase term in the denominator that Shafer’s method does not account for. One important point,

however, is that this ETFE predicts the “best” amplitude and phase under the assumption that the

amplitude and phase are constant across the bandwidth BW. Because our transfer function can

include large phase slopes with frequency, this particular ETFE is not valid. Instead, the linear

phase progression with frequency is temporarily removed from ˆ̂H( f ), the averaging is performed,

and then the linear phase progression is re-introduced to Ĝ( f ). For averages centered on fc, the

linear phase progression does not affect Ĝ( f ), but for averages centered on frequencies other than

fc, the phase can be shifted significantly.

In the end, the user may select the output sampling frequency, the frequency spacing, and size

of bandwidth averaging, and these choices can produce visually distinctly outputs. The desired

output will largely depend on the dataset being analyzed; transient events can vary from seconds

to hours while ambient data depends on the length of the dataset or the time of day. Figure 3-8

is an example of ambient data for the NPM transmitter received at Palmer Station, Antarctica on

the North/South antenna on April-05 2013 from 0030-2330 UT. The transfer function has been

plotted two different ways. The first row, (a) and (b), is the transfer function for the the entire

200 Hz bandwidth with an output sample frequency of 2 Hz and a frequency spacing of 0.5 Hz

for amplitude and phase. With the normalized amplitude and phase there appears to be a slight

variation with frequency but it is hard to tell given the time scale used. The second row, (c) and (d),

is the same transfer function averaged over the entire 200 Hz bandwidth. In the single frequency
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Figure 3-8. An example of the spectrum spectrum transfer function for ambient data over a 23 hour
period for the NPM to Palmer Station, Antarctica path on April-05 2013. Normalized
amplitude for the entire 200 Hz bandwidth is plotted in (a) while the bandwidth aver-
aged received amplitude is plotted in (c). Similarly, the normalized phase is plotted in
(b) and the bandwidth averaged received phase is plotted in (d).

figures it is easy to see that there is an amplitude and phase perturbation, around 1800 UT, which is

caused by a solar X-ray flare. Ambient data will serve as an excellent metric to compare different

processing methods but a statistical analysis of the method as a function of SNR will show the

method’s ability to correctly recover the amplitude and phase.
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Figure 3-9. A plot of different background noise spectra for a variety of receiver locations from
as far North as Greenland to as far south as the South Pole. Each receiver has its own
background noise environment as well as the different VLF transmitter bands based on
its location. By adding a random MSK signal, NMM at 22.8 kHz, at an unused VLF
band and varying the SNR, the ability of the spread spectrum method to recover the
correct amplitude and phase can be quantified.
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3.6 Method Performance

Given the distributed nature of the network of receivers used to record VLF data there will

be distinct differences in the noise background at each receiver. Even extremely remote locations,

such as Antarctica, can suffer from spectral pollution due to the proximity to station equipment or

noisy power lines despite the best efforts to prevent these problems. Figure 3-9 (a) - (f) shows a va-

riety of background noise environments for the 20-25 kHz band. By adding a random MSK signal

to a given noise profile the ability of the spread spectrum method to correctly recover the original

amplitude and phase can be quantified as a function of SNR. Choice of the center frequency for the

random MSK signal is dictated by the noise backgrounds and other VLF transmitters. In this case,

22.8 kHz is selected because of the relatively clean background spectrum at that frequency and its

corresponding 200 Hz bandwidth. This artificial transmitter has been named NMM to distinguish

it from other real transmitters.

The simplest case of adding a signal to a noise background and analyzing the resulting output

is for a CW signal added to a impulsive noise environment. A CW signal has no modulation and

exists solely at one frequency and the results of its recovered amplitude and phase compared to the

original signal should serve as the upper boundary for performance of what is achievable by the

spread spectrum method. The performance of a CW signal is tested by generating a large number

of trials for different SNR levels in order to quantify the ability to correctly recover the initial

amplitude and phase in a variety of noise environments. In order for the results to be statistically

significant, there must be a larger number of trials which is easily accomplished by utilizing a

long period of background noise data. With 30 minutes of background noise at each location,

sampled at 100 kHz, it is easy to use one second of data as an individual trial giving 1800 trials.

A CW signal with a random phase and a duration of 30 minutes sampled at 100 kHz is scaled to

a pre-determined SNR and added, second by second, to 30 minutes background noise data. The

resulting combined data set is then processed to extract the CW signal in the presence of noise and

compared against the original signal. The results are shown in Figure 3-10 from 0 to 30 dB SNR
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Figure 3-10. The average absolute amplitude percent error , (a), and the absolute mean phase dif-
ference, (b), versus different SNR levels for CW signals

for the average absolute percent error of amplitude, (a), and the absolute mean phase difference,

(b).

The performance varies with receiver site with the best amplitude performance at Oasis and

South Pole, San Antonio and Sondrestrom falling in between, and Stanford and Palmer having

the worst performance. There is a similar grouping for phase based on location but the traces are

overall better grouped when compared to amplitude. These results give a strong indication that

the noise performance at each site will have a strong effect on the ability to correctly recover the

amplitude and phase of even the simplest cases, such as CW, and will have a pronounced effect on

the spread spectrum’s method ability to correctly recover a randomized MSK signal.

Figure 3-11 shows the average percent of noise in the sixth standard deviation for each back-

ground noise environment, as a measure of the impulsiveness of the noise environment. The worst

performance for the CW cases stems from the higher impulsive noise environments, at Palmer and

Stanford Dish, where the problem is further compounded by clipping in this particular data set.

The large amount of lightning strikes that occur in a given second in this data set produces an

impulsive noise environment at each receiver which is greater or lesser depending on the receiver

location relative to the thunderstorms. For the data set considered here, the extremely sensitive re-

ceivers at Palmer and Stanford Dish clipping occurs much more frequently than at the other sites,
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Figure 3-11. The average percent of noise in the sixth standard deviation for different noise back-
grounds.

distorting the frequency spectrum and hindering the ability to correctly recover the amplitude and

phase of both CW and MSK signals.

The process for adding an MSK signal to the background is similar to the CW case but for

an MSK signal the bit trellis, initial phase, and bit transition time must also be randomized. A

random MSK signal is created with a set of initial random variables and a duration of 30 minutes

sampled at 100 kHz. It is scaled to the appropriate SNR level, and added to the noise background

one second at a time, giving 1800 trials for sixteen different SNR levels from 0 to 30 dB. Figure

3-12 shows the results for the spread spectrum method for amplitude and phase.

The average absolute percent error for amplitude as a function of SNR plots shows good

performance for Oasis and South Pole with a massive reduction in percent error below 10 dB SNR

when comparing the traces with (solid lines) and without (dashed lines) error correction. There

is similar performance increase with San Antonio and Sondrestrom, but the difference with and

without error correction persists through to a much higher SNR. Unfortunately, all four previous

receivers do not converge to a percent error of zero due to the impulsive noise environment. Palmer

and Stanford both have extremely poor performance due to the excessive amount of impulsive noise

that leads to hard clipping in this data set. This effect additionally results in worse performance
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Figure 3-12. The average absolute percent error versus SNR, (a), and the absolute mean phase dif-
ference versus SNR, (b), with, solid lines, and without, dashed lines, error correction.

for the corrected versus un-corrected traces at low SNR. The amplitude percent error for these

two receivers also converges to a percent error closer to 20%! The results for the percent error of

amplitude for Palmer and Stanford illustrate the destructive effects of clipping on the recovered

amplitude and should be avoided at all costs in the hardware implementation.

The ability of spread spectrum method to correctly recover the phase is not as adversely af-

fected as the amplitude. There is good performance increases for all four receivers when comparing

the traces with and without error correction and a convergence toward a phase difference of zero

at higher SNR levels. Once again, the receivers are grouped by their noise environment where

Oasis and South Pole have the lowest phase error with and without error correction followed by

San Antonio and Sondrestrom, and finally Palmer and Stanford with the worst performance of the

six for the data set considered.

The method’s performance with bit errors and the the bit transition time calculation has been

plotted in Figure 3-13 (a) and (b). As has been previously stated, bit error correction is an im-

portant component of the spread spectrum method because it helps to maintain the MSK phase

spectrum. In Figure 3-13 (a) there is a clear distinction between the cases with (solid lines) and

with out (dashed lines) error correction. While both Palmer and Stanford fair the worst as far as

un-corrected performance, the corrected traces are closely grouped with the other receivers making
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Figure 3-13. The Bit Error Rate, (a), and the Bit Transition Time, (b), plotted as functions of SNR
for six different receiver locations. The Bit Error Rate is plotted with, solid, and
without, dashed, bit error correction.

the error correction process mostly independent of noise. Nevertheless, the noise prevents rapid

convergence to zero bit errors. The two best receivers, Oasis and South Pole, reach a zero bit

error rate at nearly the same time, 10 dB SNR, for the corrected and un-corrected traces but the

corrected traces have a much lower error rate for lower SNR values. The remaining two receivers

fall somewhere in between with better and worse performance at lower SNR but ultimately taking

longer to converge to a bit error rate of zero.

The percent error for the bit transition time, Figure 3-13 (b), shows a similar agreement with

the bit error rate. All six traces are closely grouped and the performance for each receiver varies

predominately by its noise profile. Overall, the bit transition time calculation converges to 1.5%

(i.e., better than 75 microsecond accuracy) and is largely immune to the noise background.

3.7 Comparison of Processing Methods: The Ambient Case

With the methodology behind the spread spectrum processing technique established it is now

important to focus on comparing different methods. A variety of methods were introduced in

Chapter 1 and they will be analyzed in depth and compared to the spread spectrum method by

taking a site-to-site transfer function. The site-to-site transfer function is the absolute difference in
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Figure 3-14. The propagation paths from the NLM transmitter to receivers in Alaska, Oasis and
Paradise, which are separated by a short distance, about 100 km.

amplitude and phase between receivers and can be compared to the actual transfer function derived

from broadband data.

A site-to-site transfer function can be taken between any two receivers. Receivers in Alaska

are relatively close together, separated by 100 km or less, and provide a good opportunity to apply

a site-to-site transfer function. Figure 3-14 shows the propagation path of the NLM transmitter to

the Oasis and Paradise receivers. The distance separating the two differs by about 100 km resulting

in different propagation paths but received signals at each receiver should be almost the same but

with distinct differences.

The site-to-site transfer function is generated in a similar fashion to the transfer function itself

by taking the division of one transfer function by another. In this case, the site-to-site transfer

function between Oasis and paradise was taken on August-25 2012 during ambient conditions.

Figure 3-15 shows the transfer function for a fixed time as a function of frequency for the Uni-

versity of Florida, Shafer, and broadband methods. There is good agreement for all three cases

for the amplitude as a function of frequency. However, only the UF method matches the both

the amplitude and phase of the broadband transfer function, i.e., the actual transfer function. The

Shafer method phase is nearly flat and does not correctly account for the phase ramp that occurs

between sites, making it an imperfect measure of the site-to-site transfer function as a function of
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Figure 3-15. The site to site transfer function for the Shafer and UF methods as a function of
frequency.

frequency. Considering the relatively large (10◦) difference in phase measured with only 100 km

distance between sites, it is likely that the Shafer method performs worse than expected, especially

for larger distances.

Figure 3-16 compares different methods at the center frequency of transmission as a function

of time. Both the UF method and Shafer method match well with the broadband data while the

Stanford method is off by a fixed value, about 0.5 dB, for amplitude. For phase, all three methods
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Figure 3-16. The site to site transfer function for several methods at the center frequency, 25.2
kHz, as a function of time for both amplitude, (a), and phase, (b).
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Figure 3-17. The site to site transfer function for several methods at the minus 50 Hz frequency,
25.15 kHz, as a function of time for both (a) amplitude and (b) phase.

match well with the broadband data transfer function. Based on the previous figure, it is expected

that Shafer’s method would match well at the center frequency. Stanford’s method also shows good

agreement, however: the amplitude is not exact, but it is close, and the phase is almost exact as

well. Because Stanford’s method is likely to deviate from the “correct” answer under multi-mode

propagation conditions, this analysis will be re-visited later.

The two Dowden/Adams frequencies are±50 Hz relative to the center transmission frequency

or 25.25 and 25.15 kHz. Figure 3-17 shows the UF, Shafer, and Dowden methods at the +50 Hz

frequency. Both the UF and Shafer methods are accurate measurements of amplitude while only

the UF method is an accurate measurement for the phase. The Dowden method amplitude is con-

siderably different from the broadband data and is not off by a fixed value in the way the Stanford

method was at the center frequency. The Dowden phase is similar to the broadband data and seems

to be off by a fixed constant but when taking both the amplitude and phase together it illustrates

that the two frequency measurement does not have a strong physical meaning. There are similar

results for the -50 Hz as shown in Figure 3-18 where the amplitude of the Dowden/Adams method

is in a similar range as the broadband data and the phase is almost off by a fixed constant. Again,

both the UF and Shafer methods show good agreement with the broadband data for amplitude

while the UF method is the only one that also has good phase agreement.
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Figure 3-18. The site to site transfer function for several methods at the plus 50 Hz frequency,
25.25 kHz, as a function of time for both (a) amplitude and (b) phase.

In addition to the site-to-site transfer function, the different methods can be compared over

long periods of time for ambient data. Figure 3-19 shows the difference between the UF and

Stanford method’s amplitude over the course of a 23 hours for three different transmitters, NAA,

NLM, and NLK. Each path has a different diurnal variation due to the times when the path is sun

lit, indicated by the sunrise or sunset at the transmitter and receiver, resulting in a quiet day or a

turbulent night time. During the day, there is good agreement between the methods with a fixed

difference on the order of 0.1 or 0.2 dB. However, a solar flare occurs during the day time and

results in an increase in the difference between methods with the most pronounced event difference

for the NLK to San Antonio path. We will return to this transient event in Chapter 4. During the

night time, the amplitude shows a much larger variation compared to the daytime. This is due to

the additional multi-mode content that propagates at night which the Stanford method does not

accurately assess; the day-night terminator exhibits the greatest amount of difference (several dB)

between the two methods due to multi-mode content.

The plot of phase difference also shows a a diurnal variation for the difference between meth-

ods for ambient data as shown Figure 3-20. All three transmitters show good agreement during

daytime with almost zero phase difference, but there is a noticeable change during the solar flare

event yielding a phase difference of one or two degrees. As was the case with amplitude, there
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Figure 3-19. An example of the differences between the UF and Stanford method’s amplitude over
a 23 hour period at San Antonio, TX for multiple transmitters on April-5th 2013.

is a more pronounced difference during night time with the difference reaching as much as three

degrees for the NLM path. It is important to note that the difference in phase slowly drifts apart

over the course of hours and only returns to a difference close to zero after the rapid change, a

difference of several degrees over a few short hours, associated with the day-night terminator. This

plot is a perfect example of the limitations of the Stanford method. While the Stanford method

serves as a good approximation, it cannot accurately predict the amplitude and phase for a given

transmitter to receiver path in the presence of multi-mode content.
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Figure 3-20. An example of the differences between the UF and Stanford method’s amplitude over
a 23 hour period at San Antonio, TX for multiple transmitters on April-5th 2013.

Nevertheless, the Stanford method is typically within 1 dB and 3 degrees of the UF result

(excluding the terminator region), indicating that it is a good, although not perfect, approximation

of the sum-of-modes amplitude and phase.
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CHAPTER 4
TRANSIENT VLF EVENT ANALYSIS

In this chapter, the spread spectrum processing technique is applied to transient events for

two purposes: 1) to determine whether transient events exhibit detectable structure as a function

of frequency, and 2) to compare the response of the method to transient signal perturbations with

those of other signal processing methods. On a heuristic level, any detected dependence on fre-

quency could be attributed to the physics governing the development of the transient ionospheric

disturbance, the geometry of the disturbance in relation to the transmitter/receiver propagation

path, and/or the timing of the ionospheric disturbance in relation to other detected transient events.

Three distinct event types are considered: lightning induced electron precipitation (LEP) events,

early/fast events, and solar X-ray flares. Different aspects of these three events exhibit distinct time

scales. Both LEP and early/fast events are associated with lightning and can be identified as sud-

den increases or decreases in the amplitude and/or phase of the received narrowband VLF signal

followed by a ∼10–100 second recovery. LEP events exhibit onset durations (the time between

the start of the event and the maximum amplitude/phase perturbation) on the order of a second,

whereas early/fast events exhibit onset durations on the order of 10’s of milliseconds. Due to their

association with lighting, LEP events and early/fast events will sometimes occur during the recov-

ery of another event. In contrast, solar X-ray flares events typically occur over much longer time

scales and are usually observed as a singular event. These events typically persist for tens of min-

utes to hours. Scattered field analysis is used together with the spread spectrum method to analyze

all of these events as a function of frequency and time.

Before discussing scattered field analysis and proceeding to evaluate the response of the

method to transient events, it is important to briefly discuss frequency dependence for the am-

bient case. Figure 4-1 shows a spectrogram of data collected at Northside exhibiting an ambient,

or undisturbed, period from ∼0–15 minutes followed by a number of events between ∼15 and 60

minutes. The ambient data clearly exhibits frequency dependence in the amplitude of the received

signal, and the same can be shown for the ambient phase (not shown). Based on the data shown in

78



0 10 20 30 40 50 60
29

30

31

32

33

34

35

36

37

38

A
m

pl
itu

de
 (d

B
)

Time (minutes) after 0731 UT

Received Amplitude NAA−Northside at 24 kHz 
August−28th 2012

Time (minutes) after 0731 UT

Fr
eq

un
ec

y 
(H

z)

Received Amplitude NAA-Northside August−28th 2012

 

 

10 20 30 40 50
−100

−80

−60

−40

−20

0

20

40

60

80

100

A
m

pl
itu

de
 (d

B
)

29

30

31

32

33

34

35

36

37

38

39a) b)

Figure 4-1. The received amplitude for the NAA to Northside path for a single frequency, (a),
and as a function of frequency, (b), on August-28th, 2012. while transient events
can potentially result in multi-frequency content, it is also possible for the ambient
ionosphere to vary as a function of frequency.

this figure (and on countless other examples of ambient data), if the end-user is interested in ana-

lyzing the ambient ionosphere, it is clearly imperative to save measurements for the entire 200-Hz

frequency band.

On the other hand, Figure 4-1 exhibits a clear frequency dependence in the amplitude variation

observed during the events as well. In this case, the dependence of the ambient field on frequency

might affect the dependence on frequency observed during the events. For this reason, scattered

field analysis is employed to investigate whether transient events exhibit a frequency dependence

that cannot be attributed to the ambient field. A discussion of scattered field analysis is now covered

in detail.

4.1 Single Transient Events

4.1.1 Scattered Field Analysis

Transient VLF perturbations are often analyzed using scatterd field analysis. Any ionospheric

disturbance occurring along or near the great-circle path (GCP) from VLF transmitter to VLF

receiver can be interpreted as producing a scattered field [Dowden et al., 1991; Poulsen et al.,

1990]. This scattered field adds to the ambient field observed in the absence of the disturbance, as

illustrated by the phasor diagram of Figure 4-2. The ambient field propagates along the GCP to
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Figure 4-2. An event will create a region that scatters VLF signals. This figure shows the direct
path from transmitter to receiver and an additional path from transmitter to the event
and then from the event to the receiver. Each path has its own amplitude and phase.

the receiver, and is signified by amplitude A0 and phase φ0 in the diagram. The scattered field is

the VLF signal scattered by the ionospheric disturbance in the direction of the receiver, signified

by amplitude ASF and phase φSF in the diagram.

The process for extracting the scattered field requires knowledge of the ambient field. It is

common to take the ambient field as the average (over several seconds or minutes) field prior to

the event, and assume this ambient field remains valid throughout the remainder of the event. Of

course, the true ambient field can change over the duration of the event (particularly for long-

duration events), but this possibility will be neglected for the purposes of the analysis included

here. The normalized scattered field is calculated by dividing all fields shown in Figure 4-2 by the

ambient field, A0e jφ0 , yielding:

Normalized Scattered Field =
ASFe jφSF

A0e jφ0
=

AT e jφT

A0e jφ0
−1 (4–1)

Throughout this chapter, the analysis of transient events will be performed using the normalized

scattered field phasor described above.

4.1.2 Lightning Induced Electron Precipitation

Lightning induced electron precipitation was identified by Michael Trimpi, a graduate student

at Palmer Station, Antarctica in the 1970’s, when he noticed the repeated detection of lighting

sferics coincident with VLF signal perturbations [Helliwell et al., 1973]. The electromagnetic

wave emanated by lightning couples to the magnetosphere, interacts with energetic electrons in the

Earth’s radiation belts, and scatters them onto the ionosphere below. Voss et al. [1984] presented
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Figure 4-3. An example of an LEP event perturbation which causes a sudden drop in amplitude
and phase and recovers over the course of tens of seconds.

the first example of LEP measurements made from space where a one-to-one correlation between

ground based measurements of sferics and satellite measurements of electron precipitation was

found. Electron precipitation modifies the upper boundary of the Earth-ionosphere waveguide,

resulting in a perturbation of the amplitude and phase of the received signal followed by a recovery

lasting several 10’s of seconds [Ferguson and Snyder, 1987; Inan et al., 1988a,b,c; Poulsen et al.,

1990; Shellman, 1986]. LEP research continues today in an effort to understand the mechanisms

governing the dynamics of Earth’s radiation belt population.

Figure 4-3 shows an example of an LEP event. The transfer function amplitude and phase are

both plotted for the center frequency of NAA, 24.0 kHz, at Northside on 28 August 2011 for the

North/South antenna. The data is averaged over the entire 200 Hz bandwidth to produce a single

frequency measurement. This LEP event in particular, outlined in red, occurs in close proximity to

another event, resulting in the change in amplitude occurring during the recovery of the previous

event. This event has an amplitude change of ∼1 dB and a phase change of ∼10◦. In general, LEP

events can exhibit different changes in amplitude ranging from small events (< 0.5 dB) to large

events (several dB), while phase changes can vary from a few degrees to tens of degrees. Often

there will be a number events that occur within a small time frame, such as a few hours.
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Figure 4-4. The normalized scattered field magnitude, (a), and angle, (b), transfer functions for an
LEP event. The transfer function has an output sampling frequency of 2 Hz, frequency
spacing of 1 Hz, and bandwidth averaging of 30 Hz.

The normalized scattered field transfer functions for this LEP event have been plotted in Fig-

ure 4-4 as a function of time and frequency. The transfer function averaged over a bandwidth of

30 Hz for display purposes.

The normalized scattered field magnitude does not exhibit a significant dependence on fre-

quency over the course of the event. The angle of the normalized scattered field, on the other

hand, exhibits a dramatic frequency dependence, taking ∼30 seconds to recover at the lowest fre-

quencies and ∼40 seconds to recover at the highest frequencies. It is noteworthy, however, that

it was extremely difficult to find an example of an LEP event exhibiting frequency dependence in

the normalized scattered field. While Figure 4-4 demonstrates that such a frequency dependence

can exist during transient events, it is not common. Indeed, it may be the case that this frequency

dependence is only observed when the event in question occurs during the recovery stage of a

previous event, significantly complicating the analysis. A statistical analysis examining this effect

will be presented later in this chapter.

The performance of the method is now analyzed in comparison with other signal processing

methods. Figure 4-5 compares the amplitude and phase response for three different methods (it is

expected that the Shafer method will produce the same results, except offset by a phase constant
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Figure 4-5. A comparison of the amplitude and phase for different methods when analyzing an LEP
event. The Stanford amplitude, (a), and phase, (b), are compared to the UF method at
the center frequency for NAA at Northside. While the Dowden method is compared at
the plus and minus 50 Hz frequencies for amplitude and phase, (c) - (f). Note that in
order to make an accurate comparison, the amplitudes and phases have been shifted so
that the line up, neglecting any offset associated with other methods.
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Figure 4-6. An example of an Early/Fast event with a large change in amplitude, 3.5 dB, and a
negligible change in phase.

that depends on frequency). During this specific event, the Stanford method and the UF method

show good agreement for both amplitude and phase. This is not always the case, as will be shown

later. Moderately good agreement is exhibited by the comparison between the Dowden/Adams and

the UF methods (at ±50 Hz). The detailed differences are significant, however. For example, the

Dowden/Adams method exhibits amplitude changes that are different by∼1 dB and phase changes

that are different by ∼ 2◦. Depending on the application, these differences can be very important.

4.1.3 Early/Fast Events

Early/fast events are also produced in association with lightning. They were first identified by

Armstrong [1983], who noted that the time delay between the causative lightning return stroke and

the onset of the event was much too short (< 100 msec) for the event to fit the physical mechanism

for LEP. Early/fast events have been related to so-called transient luminous events (TLEs), although

the specifics of the mechanism(s) involved have yet to be satisfactorily identified [e.g., Moore et al.,

2003].

An example early/fast event is shown in Figure 4-6 and boxed in red. The 28 August 2011 am-

plitude and phase transfer functions from the VLF transmitter NLM to the receiver at Melbourne

have been plotted for the East/West antenna. Both amplitude and phase have an output sampling
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Figure 4-7. The normalized scattered field magnitude, (a), and angle, (b), transfer functions for
an Early/Fast event. The transfer function has an output sampling frequency of 2 Hz,
frequency spacing of 1 Hz, and a bandwidth average of 30 Hz but is considerably more
noisy when when compared to similar plots for LEP.

frequency of 2 Hz and have been averaged over the entire 200 Hz bandwidth, yielding a measure-

ment at the center frequency of NLM, 25.2 kHz. This event has a large amplitude change, 3.5 dB,

but a nearly negligible phase change. The recovery lasts about one minute.

Figure 4-7 shows the normalized scattered field magnitude and angle plotted as functions of

time and frequency. The same transfer function output settings have been used (2 Hz sampling

frequency and 30 Hz bandwidth averaging) as for the LEP case in the previous section. Neither

the normalized scattered field magnitude nor the normalized scattered field angle for this early/fast

event exhibit any significant frequency dependence during the event. This is found to be the typical

case, not only for early/fast events, but also for LEP events.

Figure 4-8 compares the results for different methods associated with this early/fast event.

Similar to the LEP case, the Stanford method shows good agreement with the UF method in both

amplitude and phase. The amplitudes of the Dowden/Adams method do not compare so well,

but the phases are accurate. It is therefore concluded that all three methods produce a reasonable

approximation of the event in this case.
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Figure 4-8. A comparison of the amplitude and phase for different methods when analyzing an
Early/fast event. The Stanford amplitude, (a), and phase, (b), are compared to the UF
method at the center frequency for NLM at Melbourne. While the Dowden method is
compared at the plus and minus 50 Hz frequencies for amplitude and phase, (c) - (f).
Note that in order to make an accurate comparison, the amplitudes and phases have
been shifted so that the line up, neglecting any offset associated with other methods.

4.1.4 X-Ray Solar Flares

One of the major driving forces of the ionosphere is the sun, and X-ray emissions associated

with solar flares have an especially pronounced effect. A typical emission will have a wavelength

in the 1-8 Angstroms range and will ionize the D-region ionosphere resulting in additional radio

wave absorption, but also lowering the VLF reflection height [Davies, 1990]. Unlike the localized

perturbations of an LEP or early/fast event, solar flares bathe half the Earth in X-rays, resulting
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Figure 4-9. An example of an X-ray flare event perturbation in amplitude and phase of a VLF
transmitter, (a), and the corresponding GOES X-Ray flux, (b), over a three day period.

in large amplitude and phase perturbations that last from tens of minutes to hours. Much of the

research associated with solar flares has focused on the High Frequency (HF) and Very High Fre-

quency (VHF) bands. Initial work focused on sudden frequency deviations of high frequency radio

signals [Davies and Donnelly, 1966], the relaxation time of the F-region ionosphere [Baker and

Davies, 1966], and the associated increases in electron density [Garriott et al., 1967]. Early work

regarding the effects of solar flares on the VLF band was performed by Rosenberg et al. [1971]

who used ground-based VLF receivers in conjunction with balloons carrying VLF receivers and

scintillation counters to show that X-ray flares were generating VLF perturbations. Later work

would refine the associated models and particle interaction with the help of satellites in order to

make direct X-ray measurements. The Geostationary Operational Environmental Satellite (GOES)

program has maintained weather satellites over the past few decades: GOES-D/I/N/R [Goodman

et al., 2012], with the more recent iterations including X-ray, and electron flux measurements.

An example of an X-ray flare event can be seen in Figure 4-9. The amplitude and phase

transfer functions are plotted in panel (a) for NAA received at Palmer Station, Antarctica on two

different days: 15 and 18 January 2011. The solar X-ray flare occurred on the 18th. Both transfer

functions have an output sampling frequency of 1 Hz and are averaged over the entire bandwidth

to give a single measurement centered on 24.8 kHz. There is a clear change in amplitude and phase
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Figure 4-10. The normalized scattered field magnitude, (a), and angle, (b), transfer functions for a
solar X-ray flare. The transfer functions use a output sampling frequency of 1 Hz, a
frequency spacing of 1 Hz, and a bandwidth average of 30 Hz.

associated with the solar flare with the amplitude increasing by 15 dB and the phase increasing by

more than 200◦. The event quickly reaches its peak over the course of ten minutes and takes tens

of minutes to recover to its ambient level in both amplitude and phase. The corresponding GOES

X-ray flux is shown in panel (b), demonstrating that the X-ray flare starts at 1904 UT and reaches

its peak at 1912 UT. The event ends at 1927 UT, but the flux takes tens of minutes to decay back

to its ambient levels.

Figure 4-10 shows the normalized scattered field magnitude and angle for the solar flare event

on January 17th, 2011, plotted as functions of frequency and time. In both cases, there is essen-

tially no variation in frequency across the bandwidth. Once again, it appears that under normal

circumstances, the scattered field magnitude and angle do not exhibit significant dependence on

frequency within the 200-Hz bandwidth of the narrowband VLF transmission.

Figures 4-11 and 4-12 compare the results for different methods associated with a different

solar X-ray flare at San Antonio, TX. Unlike the LEP and early/fast event cases, the Stanford

method produces amplitude and phase measurements that are distinctly different from the UF

method as shown by the differences in amplitude (a couple dB) and phase (a couple degrees) during

the event. As expected, the amplitudes and phases of the Dowden/Adams method (not shown) are
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Figure 4-11. A comparison of the amplitude and phase differences for the UF and Stanford meth-
ods when analyzing a solar flare event. The Stanford amplitude, (a), and phase, (b),
are compared to the UF method at the center frequency for NAA, NLM, and NLK at
San Antonio, TX.

also different for both the plus and minus 50 Hz frequencies. It is therefore concluded that while

the three methods typically produce similar amplitude and phase responses during transient events,

there are cases where the differences are significant and quantifiable.

4.2 Multiple Transient Events

The spread spectrum processing technique has been applied to individual cases of LEP events,

early/fast events, and solar X-ray flares events with some of the analysis exhibiting frequency con-

tent. This section presents a statistical analysis of events to determine whether frequency depen-

dence is a common or rare occurrence.

For each type of event considered, an event selection criteria has been defined (to be delineated

in each section below). Choosing which events to include in the statistical analysis possibly biases

the result based on the selection criteria. Events with large amplitude and phase changes have

been selected to achieve the highest event signal-to-noise ratio. Events have been selected that

can be confirmed using an independent source. Both LEP and Early/Fast events are associated

with lightning; events have only been included that can be associated with lightning detected by

the National Lightning Detection Network (NLDN), which records intra-cloud lightning, cloud

to ground lighting, and the return stroke peak current. In a similar fashion, the National Oceanic
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Figure 4-12. A comparison of the amplitude and phase differences for the UF and Dowden meth-
ods when analyzing a solar flare event. The Dowden amplitude, (a), and phase, (b),
for the +50Hz frequency and the amplitude, (c), and phase, (d), for the -50Hz frequen-
cies are compared to the UF for NAA, NLM, and NLK transmitters at San Antonio,
TX.

and Atmospheric Administration (NOAA) maintains the Geostationary Operational Environmental

Satellites (GOES) which host X-ray detectors whose data can be used to corroborate perturbations

produced by solar X-ray flares.

4.2.1 LEP Events

The single LEP event was a good example of an event with amplitude and phase perturbations

that resulted in frequency content in the scattered field. The criteria for perturbations included in

this statistical analysis include: amplitude changes of more than 0.6 dB, phase changes of more

than 4◦, and a recovery time of less than three minutes. The primary mechanism for comparison
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Figure 4-13. The normalized , (a), and the scattered field, (b), transfer functions for amplitude and
phase plotted for three frequencies, -50, 0, and 50 Hz relative to the center transmit-
ter frequency of NAA, 24 kHz. Both transfer functions represent the average for a
number of LEP events.

will be the normalized scattered field. While smaller events exist with fractional changes in ampli-

tude and phase, they can adversely affect processing by adding noise to the average of other events

when the change in amplitude or phase is flat.

Because the focus of comparing events is on the normalized scattered field, it is important

that events be chosen which return to their initial ambient levels. Calculating the scattered field

requires normalization by the ambient signal level and events that recover to a different amplitude

or phase level may falsely introduce frequency content. This criteria is especially problematic for

LEP events that perturb the NAA to Northside path because there are many cases where an event

occurs within the recovery period of another event. These events have been excluded.

Figure 4-13 shows the average normalized scattered field magnitude and angle. Three differ-

ent frequencies, +50, 0, and−50 Hz, relative to the center frequency of NAA, 24 kHz, are plotted.

Each transfer function has the output variables of a 2 Hz sampling frequency, 1 Hz frequency spac-

ing, and a 30 Hz bandwidth averaging. There does not appear to be any frequency dependence

exhibited in the average normalized scattered field.

The normalized scattered field is again plotted in Figure 4-14, but as functions of time and

frequency. Neither the scattered field magnitude nor the scattered field phase exhibit any frequency

dependence during the transient event.

In fact, checking each individual LEP event used in the statistical analysis, no frequency

dependence exists in any of the normalized scattered fields. It thus appears that observed frequency
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Figure 4-14. The normalized scattered field magnitude, (a), and angle, (b), transfer functions for
the average LEP response for the NAA to Northside path.

dependence in the normalized scattered field during LEP events can most likely be attributed to a

changing ambient field value that is not accounted for in the scattered field analysis. This effect

would occur for LEP events occurring during the recovery of another event, for example, or when

the ambient field is not particularly reliable. Although it is beyond the scope of this dissertation,

it may be possible to extract any changes in the ambient field value during the transient event by

enforcing zero frequency dependence of the normalized scattered field throughout the event.

4.2.2 Early/Fast Events

The criteria for identifying “usable” early/fast events is the same as that for LEP events:

amplitude changes of more than 0.6 dB, phase changes of more than 4◦, and a recovery time of

less than three minutes. Each event is distinct, easily discernible, and does not occur during the

recovery period of another event. Lastly, the event fully recovers to the initial ambient field level.

Figure 4-15 shows the normalized scattered field magnitude and angle plotted for three differ-

ent frequencies as functions of time. Each transfer function uses the same output variables as for

the LEP transfer functions in the previous section. In the average case, no frequency dependence

exists. While a majority of events may have no frequency dependence, it is still possible to have

individual cases where an early/fast event exhibits a variation as a function of frequency.
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Figure 4-15. The normalized, (a), and the scattered field, (b), transfer functions for amplitude and
phase plotted for three frequencies, -50, 0, and 50 Hz relative to the center transmitter
frequency of NLM, 25.2 kHz. Both transfer functions represent the average for a
number of LEP events.

The complete normalized scattered fields are plotted in Figure 4-16 as functions of both time

and frequency, supporting the conclusion that there is no average frequency dependence.

Similar to the LEP case, each individual early/fast event used in this statistical analysis was

checked for frequency dependence, and none was found in any of the normalized scattered fields.

This result implies that, although analysis of the ambient fields would benefit from high frequency

resolution, full bandwidth-averaged narrowband analysis is sufficient to characterize LEP and

early/fast events.

Average Early/Fast Response at Melbourne
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Figure 4-16. The normalized scattered field magnitude, (a), and angle, (b), transfer functions for
the average Early/Fast response for the NLM to Melbourne path as functions of fre-
quency and time.
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Figure 4-17. The normalized, (a), and scattered field, (b), transfer functions for the averaged solar
flare event plotted for three frequencies relative to a center transmitter frequency.
Unlike LEP or Early/Fast events, solar flares can occur on different channels and
resulting in different paths such as NAA, NLK, NLM, and NPM to Palmer Station.

4.2.3 Solar X-Ray Flare Events

The example solar X-ray flare was an event with an 8 dB amplitude increase and a 205◦

increase in phase at its peak with a recovery time that lasted about two hours. Frequency content

for the event was overall flat across the 200 Hz bandwidth. Choosing the solar flares to compare

is a more delicate process than for LEP and early/fast events because the characteristics of solar

X-ray flares vary so widely. In some cases, the onset of the event is much longer than other events,

and the recovery period may last several hours or several minutes. The perturbation can change

in amplitude 1 dB or 10’s of dB, while the phase can change between 10’s and 100’s of degrees.

For this statistical analysis, events have been limited to have the following properties: amplitude

changes greater than 4 dB, recovery times less than two hours, and a corresponding GOES-detected

solar flare that persists for at least 10 minutes.

Figure 4-17 shows the averaged normalized scattered field magnitude and angle. The transfer

functions used has an output sampling frequency of 1 Hz, a frequency spacing of 1 Hz and, a

bandwidth average of 30 Hz. Each of the plots can be broken up in to four distinct regions: the

initial ambient, a rapid increase, a slower increase to the maximum level, and then a slow recovery.

The rapid and slow increases are purely a function in the differences between solar flare events with

each have its own distinct onset duration. Neither of the plots exhibit a frequency dependence.

The complete normalized scattered field magnitudes and phases are again plotted as functions

of time and frequency in Figure 4-18. No strong dependence on frequency is detected. Each of the
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Figure 4-18. The normalized scattered field magnitude, (a), and angle, (b), plotted as functions of
time and frequency for the average solar flare event.

events making up the statistical analysis were inspected individually, and no frequency dependence

was observed in any of the cases.

Together the analysis of LEP, early/fast, and solar X-ray flare events strongly imply that no

significant frequency dependence is observed during transient VLF scattering events. While it is

possible that frequency dependence may be observed in the future, it is not present in this data

set. Future researchers who may detect a frequency-dependent scattered field should consider the

selection criteria outlined in this chapter, especially the possible time-variation of the ambient field

over the course of the event, before concluding that the frequency dependence is real.

4.3 Choices in Sampling

Based on the results presented in this chapter, it appears to be the case that almost no frequency

dependence is exhibited during the majority of LEP, early/fast, and solar X-ray flare events. This

implies that, for transient event analysis, the output of the spread-spectrum method should average

over the entire bandwidth in order to achieve the highest signal-to-noise ratio measurement. It

is possible that there are other events which are not analyzed in this work that exhibit strong

frequency dependence in the scattered field. Researchers interested in exploring this possibility

should, of course, preserve measurements across the entire 200-Hz band.
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It should also be noted that ambient field observations frequently exhibit strong variations as

a function of frequency. Studies focusing on analyzing the ambient field values would strongly

benefit from retaining the frequency dependent information.
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CHAPTER 5
SUMMARY AND FUTURE WORK

5.1 Summary of Contributions

This dissertation has presented a new spread spectrum processing technique that analyzes

the full 200-Hz bandwidth of MSK modulated VLF signals propagating in the Earth-ionosphere

waveguide. The theory for the method has been presented, and the results of the implemented

method have been evaluated. Previous difficulties with propagation delay, signal filtering, and

signal windowing have been successfully addressed in the presented technique. As opposed to

all other techniques currently available, the presented method allows for the direct comparison of

amplitude and phase measurements observed at different receiver locations.

Experimental observations performed using the new signal processing technique have been

presented to demonstrate the existence of frequency-dependent VLF signal propagation under am-

bient conditions (within the 200-Hz bandwidth of the signal). This observation is important be-

cause it has implications for ionospheric characterization, and it cannot be performed using other

available techniques.

Analysis of the method performance during transient ionospheric events was also conducted.

Observed frequency-dependent scattering was attributed to varying ambient conditions over the

course of the event, rather than to the physical mechanism of the event itself or the observation ge-

ometry, and this perspective was supported by a statistical analysis of three types of transient VLF

events. Additionally, all signal processing methods performed similarly during transient events,

producing nearly the same changes in amplitude and phase during the events. The differences ob-

served between the measurements were attributed to the effects of multi-mode signal propagation

on the signal processing methods.

New VLF receiver hardware was detailed; laboratory measurements demonstrated the suc-

cessful implementation of a high (>90 dB) linear dynamic range, high (>90 dB) spurious-free

dynamic range (SFDR), and high (>90 dB) signal-to-noise and distortion ratio (SINAD) VLF re-

ceiver system. Field measurements were presented, demonstrating the successful deployment and
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operation of the instrument. A new scheme for calibrating the amplitude and phase of the system

in the field was also presented and successfully implemented.

Overall, the material presented in this dissertation has several important geophysical impli-

cations: 1) past observations of transient ionospheric events (using other analysis techniques) are

likely to have been approximately accurate; 2) observations would benefit from the more accurate

analysis technique presented here; 3) analysis of ambient signals at multiple receivers sites could

not previously be performed, but now can be performed using the new processing technique; and

4) the impact of lightning-generated sferics on narrowband signal processing has not yet been fully

evaluated and directly impacts the error bars on any narrowband signal measurement.

Based on the observations presented in this dissertation, the following VLF recording recom-

mendations are made:

1. For occasional analysis of ambient conditions, and continual coverage of transient VLF
events: save relatively short (1-minute duration) snippets of broadband data at the desired
cadence for ambient analysis, and save 200-Hz bandwidth averaged narrowband amplitude
and phase measurements at the sample frequency of choice. These settings reduce the total
amount of memory required to perform the desired observations.

2. For continual coverage of ambient ionospheric conditions, and continual coverage of tran-
sient VLF events: retain information for the entire 200-Hz bandwidth of the VLF transmis-
sion at the desired sample frequency. Frequency averaging and temporal averaging can be
performed in post-processing.

3. For continuing the search for frequency-dependent scattering during transient VLF events
(which may occur for near-field scattering observations): save full resolution broadband
data continually throughout the day. The memory cost of complete narrowband coverage is
expensive, and at equivalent cost, one can retain the entire broadband data set.

5.2 Suggestions for Future Research

1. This dissertation has not presented measurements of the so-called “waveguide polarization”
of the narrowband VLF signal. This is the polarization (eccentricity and major axis direc-
tion) of the VLF signal measured at the ground (using measurements from two orthogonal
antennas). It may be possible that the waveguide polarization exhibits strong frequency de-
pendence within the 200-Hz band of the narrowband transmission, and this possibility has
not been evaluated. The eccentricity of the polarization ellipse would be approximately re-
lated to the QTE/QTM signal content, while the major axis direction would be related to
the perceived “direction-of-arrival” of the VLF signal, which has been shown to vary with
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time. It is possible that the waveguide polarization may exhibit strong frequency dependence
during day/night transitions, for instance, and possibly during transient events.

2. This new narrowband VLF signal processing method can be implemented in a real-time data
acquisition system. It is presently implemented in Matlab, which is slow compared to a
real-time application, and the signal processing is completed in significantly-less-than-real-
time, implying that implementation in a real-time package in C/C++ is definitely possible.
Implementation in a real-time processing package would make the technique more widely
accessible and of greater use to the scientific community at-large.

3. Differential ambient VLF signal measurements (made at multiple receiver sites) contain the
best potential to quantify the altitude profile of ionospheric conductivity between receiver
sites. This application has potentially significant impact for VLF-based global positioning
systems, and should be investigated rigorously.
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